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1. Introduction

2. Categories

2.1. Categories, functors, and natural transformations.

Definition 2.1. A category C consists of the following data:

• A class Ob C, the elements of which are called objects;
• for any pair (X,Y ) of objects, a set HomC(X,Y ) = Hom(X,Y ), the

elements of which are denoted f : X → Y and called morphisms
from X to Y ;
• and for any triple (X,Y, Z) of objects, a composition map

◦ : Hom(Y,Z)×Hom(X,Y )→ Hom(X,Z) : (g, f) 7→ g ◦ f

—fulfilling the following conditions:

(i). For any object X, there is a morphism idX = id : X → X, called
the identity of X, such that f ◦ id = f and id ◦ g = g whenever this
makes sense;

(ii). composition is associative, that is, (h ◦ g) ◦ f = h ◦ (g ◦ f) whenever
this makes sense.

It is a standard fact that the morphisms idX are unique. A morphism
f : X → Y is called an isomorphism if there exists a morphism g : Y → X
such that g ◦ f = idX and f ◦ g = idY . In this case, g is unique, and we
denote g = f−1. One writes X ∼= Y if there exists an isomophism X → Y ;
in this case, one says that X and Y are isomorphic.

A subcategory D of C is given by:

• a subclass ObD ⊂ C and
• subsets HomD(X,Y ) ⊂ HomC(X,Y ), for any X,Y ∈ ObD

—such that:

(i). For any object X ∈ ObD, idX ∈ HomD(X,X),
(ii). and g◦f ∈ HomD(Z,X) for any g ∈ HomD(Z, Y ), f ∈ HomD(Y,X).

Clearly, any subcategory of a category is itself a category. A subcategory
D of a category C is called full if HomD(X,Y ) = HomC(X,Y ) for all objects
X, Y of D. So a full subcategory is specified just by a subclass of the objects.

Example 2.2.

(1). The category Sets is the category of sets and maps, with the usual
composition. A full subcategory is given by the finite sets.

Other examples of subcategories of Sets are vector spaces and linear
maps, groups and group homomorphisms, rings and ring homomorphisms,
topological spaces and continuous maps, etc. None of these is full.

An example of a full subcategory of the category of vector spaces is the
category of finite-dimensional vector spaces.

(2). Any group G gives rise to a category C, where we take Ob C = {1},
Hom(1, 1) = G, and the composition to be the group law. In this category,
any morphism is an isomorphism. (Such a category is called a groupoid .)
The category C is an example of a category which is not a subcategory of Sets
(although, in a sense to be defined, it is isomorphic to such a subcategory).
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(3). Let X be a set. A preorder 6 on X is a reflexive and transitive
relation. It is called an order (resp. equivalence relation) if in addition, it is
antisymmetric (resp. symmetric).

One defines a category C by taking Ob C = X and

Hom(x, y) =

{
{(x, y)} x 6 y

∅ otherwise

This already determines the composition on C. (It is given by the rule
(z, y) ◦ (y, x) = (z, x) for composable morphisms.)

If X is arbitrary, there are some universally existant preorders. For
instance, 6 might just be equality. (As a subset of X × X, this is the
diagonal.) At the other extreme, one may take x 6 y to be verified for all
x, y ∈ X. (As a subset of X ×X, this is all of X ×X.) These are examples
of equivalence relations on X; in fact, any equivalence relation is a preorder.

In fact, it is easy to see that C is a groupoid if and only if 6 is an
equivalence relation. At the other extreme, 6 is an order if and only if the
only isomorphisms in C are idx, x ∈ X.

There is an amusing equivalence relation on X ×X. Namely, define 6 by

(x, y) 6 (u, v) :⇔ (x, y) = (u, v) or (x, y) = (v, u) .

We will have occasion to use it in the proof of Proposition 3.18.

Exercise 2.3. Let C be a category such that X = Ob C is a set. Show that
if C is discrete, i.e. Hom(x, y) has at most one element for all x, y ∈ X, then
(up to some identification of hom-sets) C is associated with a preorder.

Definition 2.4. Let C and D be categories. A functor F : C → D is given
by the following data:

• A map F : Ob C → ObD and
• maps HomC(X,Y )→ HomD(F (X), F (Y )), also denoted by F

—such that:

(i). For any X ∈ Ob C, F (idX) = idF (X), and
(ii). for any morphisms f : X → Y , g : Y → Z in C, one has the equality

F (g ◦ f) = F (g) ◦ F (f).

One also says that F is a covariant functor . A contravariant functor is
a functor Cop → D. By definition, any (covariant or contravariant) functor
sends isomorphisms to isomorphisms.

For any category C, there is an identity functor idC = id : C → C which
is the identity on objects and morphisms. There is also a contravariant
functor C → Cop, given as the identity functor of Cop. A functor is called
an isomorphism of categories if there exists a functor G : D → C such that
G ◦ F = idC and F ◦G = idD.

Isomorphisms of categories are rather rare, and it is usually more convenient
to consider a weaker form of equivalence, defined as follows.

A functor is called fully faithful if for any X,Y ∈ Ob C, the map on
morphisms F : HomC(X,Y )→ HomD(F (X), F (Y )) is bijective. It is called
essentially surjective if for any object Y of D, there exists X ∈ Ob C such
that F (X) is isomorphic to Y . It is called an equivalence of categories if and
only if it is fully faithful and essentially surjective.
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Example 2.5.

(1). The embedding of a full subcategory is a fully faithful functor.

(2). Let k be a field. Let C be the category whose objects are kn, n ∈ N,
and whose hom-sets are HomC(k

n, km) = km×n, where composition is given
by matrix multiplication. Let D be the category of finite-dimensional k-vector
spaces and linear maps. Define F (kn) = kn and F (A), A ∈ km×n, to be the
linear map kn → km, x 7→ Ax given by multiplication of the matrix A with
column vectors. Then F is an equivalence of categories.

(3). The natural contravariant functor C → Cop is a contravariant isomor-
phism. (It is an isomorphism in the category opposite to the category of
categories, see below.)

(4). For categories associated with groups G, H, a functor F is the same
as a group homomorphism. In this special case, any functor is bijective on
objects and essentially surjective. Hence, the following are equivalent: F is
a group isomorphism, F is an isomorphism of categories, F is an equivalence
of categories, and F is fully faithful.

(5). Given any category C, one defines the opposite category Cop by taking
Ob Cop = Ob C, HomCop(X,Y ) = HomC(Y,X), and g ◦op f = f ◦ g as the
composition. Clearly, (Cop)op = C.

If C is the category associated with a group G, then Cop is associated with
the opposite group. One has C = Cop if and only G is Abelian.

If C is the category associated with a preorder, then Cop is associated with
the opposite relation. One has C = Cop if and only if 6 is an equivalence
relation.

(6). If X ∈ Ob C, then Hom(X,−) is a covariant functor C → Sets, and
Hom(−, X) is a contravariant functor C → Sets. On morphisms f : Y → Z,

Hom(X, f) : Hom(X,Y )→ Hom(X,Z) : g 7→ f ◦ g
Hom(f,X) : Hom(Z,X)→ Hom(Y,X) : g 7→ g ◦ f

We will use the functor Hom(−, X) quite frequently, so it is useful to
introduce a less cumbersome and more intuitive notation: Namely, we write
X(−) = Hom(−, X). For Y ∈ Ob C, X(Y ) is called the set of Y -points of
X. We write y ∈Y X for the relation y ∈ X(Y ).

This makes sense for the following reason: For C = Sets, let ∗ the singleton
set. (Of course, there many such sets, but they are all isomorphic.) An point
x ∈ X is the same as a map ∗ → X. In other words, X(∗) = X, so that the
‘generalised points’ (that is, the elements of X(Y ) for some Y ), are really a
generalisation of the ordinary points of X.

As we shall see below, more is true: The concept of generalised points will
allow us to consider any object in any category as a (parameter-dependent)
set, and any morphism as a (parameter-dependent) map of sets.

Definition 2.6. Let F,G : C → D be functors (contravariant functors).
A natural transformation or functor morphism θ : F1 → F2 is given by
morphisms θX : F (X) → G(X) in D, for each X ∈ Ob C, subject to the
following condition: For any morphism f : X → Y in C, the following
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diagram is commutative:

F (X)
θX //

F (f)

��

G(X)

G(f)

��
F (Y )

θY

// G(Y )

(In the contravariant case, the orientation of the vertical arrows is inverted.)
Given natural transformations θ : F → G, θ′ : G → H, one defines the

horizontal composition θ′ ◦ θ : F → H by (θ′ ◦ θ)X = θ′X ◦ θX .
Setting aside set-theoretical objections, there is a category of categories

and natural transformations. A natural transformation is called a natural
equivalence or functor isomorphism if it is an isomorphism in this category.

Exercise 2.7. A functor G : D → C is called a quasi-inverse of F : C → D
if G ◦ F ∼= idC and F ◦G ∼= idD. Show that F is an equivalence of categories
if and only if it possesses a quasi-inverse.

Definition 2.8. A functor (resp. contravariant functor) F : C → Sets is called
representable if there is X ∈ Ob C such that F ∼= Hom(X,−) (resp. F ∼=
Hom(−, X)). In this case, X is unique up to canonical isomorphism, and is
called a representative of F .

2.9. For a category C, let C∨ denote the category of contravariant functors
C → Sets and natural transformations. Define a functor h : C → C∨ by
h(X) = Hom(−, X) = X(−) and

h(f : X → Y ) = Hom(−, f) : Hom(−, X)→ Hom(−, Y ) ,

h(f)Z = Hom(Z, f) : Hom(Z,X)→ Hom(Z, Y ) .

While the above notation is more or less standard, we will want to introduce
a more succinct terminology, in keep with our policy concerning generalised
points: For a morphism f : X → Y and z ∈Z X, we denote f(z) = f ◦ z.
Then h(f)Z = Hom(Z, f) is simply the maps of sets f(−) which sends
z ∈Z X to f(z) ∈Z Y . Moreover, the functoriality of h : X 7→ X(−),
f 7→ f(−) is expressed by the equation (g ◦ f)(z) = g(f(z)).

The following proposition is known as the Yoneda Lemma.

Proposition 2.10. For any X ∈ Ob C and F ∈ Ob C∨, we have

HomC∨(X(−), F ) ∼= F (X) .

In particular, h is fully faithful.

Proof. Let us define a map φ : HomC∨(X(−), F )→ F (X). To that end, we
observe that for η ∈ HomC∨(X(−), F ), ηX : X(X)→ F (X). So all depends
on the choice of an X-point of X. The only canonical such choice the so-called
generic point x ∈X X, which is x = idX . So we set φ(ηX) = ηX(x).

Conversely, for y ∈ F (X), we let ψ(y) be the natural transformation
consisting of the maps ψ(y)Z : X(Z) → F (Z) which send z : Z → X to
F (z)(y). Since F (x) = idF (X), we have that φ(ψ(y)) = ψ(y)X(x) = y.
Finally, if y = ηX(x), then

ψ(y)Z(z) = F (z)(y) = F (z)(ηX(x)) = ηZ(z(x)) = ηZ(z)
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by the naturality of η. This proves that φ and ψ are mutually inverse, and
establishes the asserted bijection.

To see that h is fully faithful, we insert Y (−) for F to obtain

HomC∨(X(−), Y (−)) ∼= Y (X) = HomC(X,Y ) .

We need to check that the inverse bijection (viz. ψ) is just the hom-set map
of h. So, for f : X → Y , compute

ψ(f)Z(z) = Y (z)(f) = f(z) = h(f)Z(z) .

This proves the claim. �

Remark 2.11.

(1). The contravariant functors F in the essential image of h, i.e. F ∼= X(−)
for some X ∈ Ob C, are exactly the representable ones.

(2). An important use of the Yoneda Lemma is in defining morphisms.
A morphism f : X → Y in any category is determined uniquely by its
values f(s) ∈S Y on generalised points s ∈S X. (A tautology: One has
f(x) = f , for x ∈X X the generic point.) But more is true: Given set maps
fS : X(S) → Y (S), s 7→ fS(s), there is a (unique) morphism f : X → Y
such that f(s) = fS(s) for all s ∈S X, if and only if the collection fS is
natural, that is, if for any morphism g : T → S, fT (s ◦ g) = fS(s) ◦ g.

2.2. Adjoints and limits.

Exercise 2.12. Let F : C → D and G : D → C be functors. Prove that the
following are equivalent:

(1). There are natural transformations

α : F ◦G→ idD and β : idC → G ◦ F
such that the following composites are the identity transformation:

G
βG // GFG

Gα // G

and

F
Fβ // FGF

αF // F

Here, (βG)Y = βG(Y ), (Gα)X = G(αX), etc.

(2). There is a natural isomorphism HomD(F−,−) ∼= HomC(−, G−) as
functors Cop ×D → Sets.

We will frequently express the latter statement as follows: “There is a
natural isomorphism HomD(F (X), Y ) ∼= HomC(X,G(Y )), as X runs through
C and Y runs through D.”

Definition 2.13. In the situation of the above exercise, F is called a left
adjoint of G, and G is called a right adjoint of F . The pair (F,G) is called
an adjunction. The natural transformations α and β are called the counit
and unit , respectively, of the adjunction.

Proposition 2.14. Let F : C → D be a functor. Then F possesses a right
adjoint G (say) if and only for any Y ∈ ObD, the contravariant functor
HomD(F−, Y ) is representable. In this case, G(Y ) is a representative.

A similar statement holds for the existence of left adjoints of G.
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Remark 2.15. As the proposition shows, adjoints are determined uniquely
up to natural equivalence.

Proof of Proposition 2.14. The condition is clearly necessary, by part (2) of
Exercise 2.12. Conversely, let G(B) be a representative of Hom(F−, B).

Then θBX : HomC(X,G(B))
∼=−→HomD(F (X), B). In particular,

θBG(A) : HomC(G(A), G(B))
∼=−→HomD(F (G(A)), B) ,

θ
F (Y )
X : HomC(X,G(F (Y )))

∼=−→HomD(F (X), F (Y )) .

Since θB is a natural transformation for any B, we have for h : Z → X,

HomD(F (h), B) ◦ θBX = θBZ ◦HomC(h,G(B)) .

This amounts, for f : X → G(B) and h : Z → X, to the equation

(2.1) θBX(f) ◦ F (h) = θBZ (f ◦ h) .

We define αA : F (G(A))→ A and βX : X → G(F (X)) by

αA = θAG(A)(idG(A)) and θ
F (X)
X (βX) = idF (X) .

(In passing, observe that αA corresponds to θA under Yoneda’s isomorphism.)
Furthermore, for g : A→ B, define G(g) : G(A)→ G(B) by

θBG(A)(G(g)) = g ◦ αA .

For g : A→ B, we have by Equation 2.1,

αB ◦ F (G(g)) = θBG(B)(idG(B)) ◦ F (G(g))

= θBG(A)

(
idG(B) ◦G(g)

)
= θBG(A)(G(g)) = g ◦ αA .

This and Equation 2.1 allow us to compute, for g : A→ B and h : B → C,

θCG(A)

(
G(h) ◦G(g)

)
= θCG(B)(G(h)) ◦ F (G(g)) = h ◦

(
αB ◦ F (G(g))

)
= (h ◦ g) ◦ αA = θCG(A)(G(h ◦ g)) .

Since θAG(A)(G(idA)) = idA ◦αA = αA = θAG(A)(idG(A)) by definition, this

shows that G is a functor.
Now, we have already proved that α : FG→ idD is a natural transforma-

tion. We have, again by Equation 2.1,

αF (X) ◦ F (βX) = θ
F (X)
G(F (X))(idG(F (X))) ◦ F (βX)

= θ
F (X)
X (idG(F (X)) ◦βX) = θ

F (X)
X (βX) = idF (X)

This, together with Equation 2.1, allows us to compute, for f : X → Y ,

θ
F (Y )
X

(
G(F (f)) ◦ βX

)
= θ

F (Y )
G(F (X))(G(F (f))) ◦ F (βX)

= F (f) ◦ αF (X) ◦ F (βX) = idF (Y ) ◦F (f)

= θ
F (Y )
Y (βY ) ◦ F (f) = θ

F (Y )
X (βY ◦ f) ,

so that β : idC → GF is a natural transformation.
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We have already proved that αF ◦Fβ = idF . Using this relation and once
again Equation 2.1, we compute,

θAG(A)

(
G(αA) ◦ βG(A)

)
= θAG(F (G(A)))(G(αA)) ◦ F (βG(A))

= αA ◦ αF (G(A)) ◦ F (βG(A)) = αA = θAG(A)(idG(A))

which proves that Gα ◦ βG = idG. We have checked all the conditions in
part (1) of Exercise 2.12, and this proves the assertion. �

Example 2.16. Let D be the category of left modules and module homomor-
phisms over some ring R. Let G : D → Sets which assigns to each module
the underlying set and to each module homomorphism the underlying map
of sets. (This is an example of which is called a forgetful functor .)

Then G has a left adjoint, namely the functor F which assigns to each
set X the free left R-module F (X) = R〈X〉, and to each maps f : X → Y
the unique R-module homomorphism F (f) : R〈X〉 → R〈Y 〉 such that
F (f)(x) = f(x) for all x ∈ X.

In particular, for R = Z, D is the category of Abelian groups, and F gives
the free Abelian group of a set.

Remark 2.17. The preceding example indicates that adjoint functors provide
a systematic way of dealing with universal constructions.

Namely, if (F,G) is an adjunction, then for each X ∈ Ob C, we have
F (X) ∈ D and a morphism βX : X → G(F (X)) satisfying the following
universal property: For any A ∈ ObD and any morphism f : X → G(A),

there is a unique morphism f̃ : A→ F (X) such that f = G(f̃) ◦ βX . That
is, the following diagram commutes:

G(F (X))

∃!G(f̃)

��

X

βX 44

f **
G(A)

The dual statement holds for G(A) and αA. Both can be derived from the
proof of Proposition 2.14.

Definition 2.18. Let (J,6) be a preordered set, and C a category. A
projective system (Xi, fij) in C, indexed over J , consists of Xi ∈ Ob C, i ∈ J ,
and of morphisms fij : Xj → Xi for i 6 j, such that

fii = id and fij ◦ fjk = fik for all i 6 j 6 k .

Thus, if we denote by J the category associated with the preorder, a
projective system is just a contravariant functor J → C. Similarly, a functor
J → C is called an inductive system; that is, it consists of objects Xi, i ∈ J ,
and morphisms fij : Xi → Xj for i 6 j, such that fii = id and fjk ◦ fij = fik.

Let (Xi, fij) be a projective system in C, indexed by J . A projective limit
of this system is an object X ∈ Ob C, together with morphisms fi : X → Xi,
i ∈ J , such that fi = fij ◦ fj , satisfying the following universal property: For
any Y ∈ Ob C and morphisms gi : Y → Xi, i ∈ J , such that gi = fij ◦ gj ,
there is a unique morphism g : Y → X, making the following diagram
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commutative:
Xi

Y ∃! g //

gj
))

gi

55

X

fi

::

fj

$$
Xj

fij

OO

Dually, an inductive limit of an inductive system (Xi, fij) in C, indexed by
J , is given by an object X and morphisms fi : Xi → X, satisfying fi = fj ◦fij
and the universal property encoded by the following commutative diagram:

Xi

fij

��

fi

$$

gi

))X ∃! g // Y

Xj

fj

::

gj

55

2.19. Let C be any category, and J be a category whose object class is
a set. We let CJ be the category of functors J → C and their natural
transformations.

We define the diagonal functor ∆ : C → CJ as follows: For X ∈ Ob C,
∆(X) is the constant functor j 7→ X, (f : i → j) 7→ idX ; for h : X → Y ,
∆(h) is the natural transformation given by ∆(h)j = h for all j ∈ Ob J .

Proposition 2.20. Let (J,6) be a preordered set and C a category.

(1). Let F : Jop → C be a projective system. Then F has a projective limit
if and only if the functor HomCJop (∆−, F ) is representable. In this case, the
projective limit is a representative, and in particular, unique up to canonical
isomorphism.

(2). Let F : J → C be an inductive system. Then F has an inductive limit
if and only if the contravariant functor HomCJ (F,∆−) is representable. In
this case, the inductive limits is a representative, and in particular, unique
up to canonical isomorphism.

Proof. We only prove (1), since (2) is the dual statement (take C to Cop).
First, observe that the elements of HomCJop (∆(Y ), F ) are simply families

of commutative diagrams for i 6 j,

Y
gi // Xi

Y gj
// Xj

fij

OO

which may also be written in triangular form.
Now, we may use the same construction as in the proof of Proposi-

tion 2.14. If we have a representative X, then by definition, there is a natural
equivalence θ : HomCJop (∆−, F )→ X(−). In particular, there is a natural
transformation f : ∆(X)→ F , given by θX(f) = idX ; this gives a collection
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of morphisms fi : X → Xi such that fi = fij ◦ fj whenever i 6 j. Moreover,
the (gj) as the above diagram correspond via θY bijectively to g : Y → X
such that fi ◦ g = gi. This proves that X, fi are a projective limit of F .

Conversely, if X is a projective limit, then the above discussion gives a
recipe for the construction of bijections θY : HomCJop (∆(Y ), F ) → X(Y ),
and it is straightforward to check that they form a natural transformation.
This completes the proof. �

Definition 2.21. If (Xi, fij) is a projective (resp. an inductive) system, then
its limit, if it exists, is denoted by lim←−j Xj (resp. lim−→j

Xj).

Corollary 2.22. Let C be a category and J a preodered set. Then any
projective (resp. inductive) system in C indexed over J possesses a projective
(resp. an inductive) limit if and only if the diagonal functor ∆ : C → CJop

(resp. ∆ : C → CJ) possesses a right adjoint G (resp. a left adjoint F ).
In this case, we have

lim←−j Xj = G((Xj , fij)) (resp. lim−→j
Xj = F ((Xj , fij))

for any such system (Xi, fij).

Proof. This follows by applying Proposition 2.14. �

Remark 2.23. In fact, Proposition 2.20 shows how to define lim←−F for any

contravariant functor, and lim−→F for any functor using suitable adjoints (if

they exist). Since any commutative diagram can be viewed as a functor, this
will allow us to consider limits of diagrams. We will not do this very often,
but occasionally, this point of view will be useful.

Example 2.24.

(1). If J is any set and 6 is equality (i.e. x 6 y if and only if x = y), then
the projective limit of Xj (if it exists) is called the product and denoted by∏
j∈J Xj . It comes with morphisms pj :

∏
j∈J Xj → Xj for all j ∈ J . It is

characterised by the universal property that given morphisms gj : Y → Xj

for some object Y , there is a unique morphism g : Y →
∏
j∈J Xj such that

pj ◦ g = gj . The morphism g is often denoted as a tuple (gj)j∈J .
In particular, whenever one is given morphisms fj : Xj → Yj , one may

define gj :
∏
j∈J Xj → Yj by gj = fj ◦pj . The morphism

∏
j∈J Xj →

∏
j∈J Yj

obtained by the universal property is often denoted by
∏
j∈J fj . If Xj = Y for

all j ∈ J , one may also construct δY : Y →
∏
j∈J Y by requiring pj ◦δY = idY

for all j ∈ J . This is the so-called diagonal morphism.

(2). A special case of product is in given by the case of J = ∅. The empty
product (if it exists) is usually denoted by ∗. It is characterised by the
property that for any object Y , there is a unique morphism Y → ∗. For this
reason, the empty product is also called the terminal or final object of C.

The category Sets has a terminal object, given by a singleton set. The
category of modules over a ring also has a terminal object, the trivial module.

(3). If J is any set and 6 is equality, then the inductive limit of Xj (if
it exists) is called the coproduct and denoted by

∐
j∈J Xj . It comes with

morphisms ij : Xj → X and is characterised by the universal property that
given morphisms gj : Xj → Y for some object Y , there is a unique morphism
g :
∐
j∈J Xj → Y such that g ◦ ij = gj .
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In the category Sets, coproducts exist, and are given by disjoint unions.
In the category of modules over a ring, coproduct also exist, and are given
by direct sums. In this category, finite products and coproducts of the same
family of objects are isomorphic.

Corollary 2.25. The Yoneda Embedding h commutes with projective limits.
That is, if X = lim←−j Xj in C, then X(−) = lim←−j Xj(−) in C∨.

Proof. Let F : Jop → C be the functor corresponding to the projective
system, and ∆C : C → CJop the diagonal functor for C. If X = lim←−j Xj , then

HomCJop (∆C(Y ), F ) = HomC(Y,X) = X(Y ) = HomC∨(Y (−), X(−))

by Proposition 2.20 and the Yoneda Lemma.
On the other hand, let ∆C∨ : C∨ → (C∨)J

op
be the diagonal functor for

C∨. Then ∆C∨(Y (−))j = Y (−) = [∆C(Y )j ](−), and similarly for morphisms.
That is, the Yoneda Embedding intertwines diagonal functors. Thus, the
Yoneda Lemma shows for any Y ∈ Ob C,

Hom(C∨)J
op

(
∆C∨(Y (−)), X(−)

)
= HomC(∆C(Y ), X) .

Thus, X(−) represents the functor Hom(C∨)J
op (∆C∨−, X(−)). In view of

Proposition 2.20, this proves our claim. �

Remark 2.26.

(1). The Yoneda embedding does not commute with inductive limits in
general. Indeed, if C is the category of modules over a ring R, then coproducts
exist and are given by direct sums of modules. However, coproducts in C∨
are given by disjoint unions.

(2). Corollary 2.25 provides a general recipe for computing projective
limits, and indeed of proving their existence: If lim←−j Xj(−) exists in C∨ and

the underlying object (i.e. set-valued contavariant functor) is represented by
X, then X = lim←−j Xj .

Indeed, it is also clear that for any Y ∈ Ob C, the value of lim←−j Xj(−) (if

it exists) has to be given by lim←−j Xj(Y ), where the limit is computed in Sets.

Thus, the construction of projective limits can be reduced their construction
in Sets, together with a question of representability.

Proposition 2.27. Let (J,6) be a preordered set.

(1). Let (Xi, fij) be a projective system in Sets, indexed by J . Define
X ⊂

∏
j∈J Xj by

x ∈ X :⇔ ∀i 6 j : xi = fij(xj)

and fi : X → Xi by fi(x) = xi. Then X = lim←−j Xj.

(2). Let (Xi, fij) be an inductive system in Sets, indexed by J . Define
X =

∐
j∈J Xj/ ∼ where ∼ is the transitive hull of the relation ≈ given for

x ∈ Xi, y ∈ Xj by

x ≈ y :⇔ ∃k : i 6 k , j 6 k , fik(x) = fjk(y) .

Let fi : Xi → X map x ∈ Xi to its equivalence class. Then X = lim−→j
Xj.



12 A. ALLDRIDGE

Proof. This is left as an exercise. Observe that if 6 is an order in (2), then
it is not necessary to take transitive hulls. �

With a view towards applications to supermanifolds, we introduce the
following concept.

Definition 2.28. Let C be a category with finite products (i.e. the product of
any finite set of objects exists). A group object in C is a quadruple (G,m, i, e)
where G ∈ Ob C, and m : G × G → G, i : G → G and e : ∗ → G are
morphisms, such that the following diagrams commute:

G×G×G id×m //

m×id
��

G×G
m

��
G×G m

// G

G×G id× i // G×G
m

  
G //

δG
>>

δG   

∗ e // G

G×G
i×id
// G×G

m

>>

G× ∗ id×e // G×G
m��

G

OO

��

G

∗ ×G
e×id
// G×G

m
OO

Here, G→ ∗ is the unique morphism to the terminal object, G→ G× ∗
is the product of id with this morphism, and similarly for G→ ∗×G.

A morphism of group objects f : (G,m, i, e)→ (G′,m′, i′, e′) is a morphism
f : G→ G′ such that

f ◦m = m′ ◦ (f × f) , f ◦ i = i′ ◦ f and f ◦ e = e′ .

One thus obtains a category of groups objects in C.
By abuse of notation, one usually denotes by G a group object in C, the

morphisms m, i and e being understood.

Corollary 2.29. Let C be a category with finite products. The Yoneda
Embedding induces a fully faithful functor from the category of group objects
in C to the category of contravariant functors on C with values in groups.

Proof. By Corollary 2.25, the Yoneda Embedding induce a fully faithful
functor between the category of group objects in C and C∨. Let F ∈ C∨.
Then by what we have remarked about projective limits in C∨, F defines a
group object in C∨ if and only if it defines a functor with values in groups. �

Remark 2.30. For a group object G, the group structure on G(S) is given by
setting, for s, t ∈S G, st = m(s, t), s−1 = i(s), and 1G(S) = e(∗S) where ∗S
is the unique morphism S → ∗.

By Corollary 2.29, one shows, using standard facts on groups, that i and
e are uniquely determined by m. Thus, a morphism f : G → G′ between
the underlying objects of group objects in C is a morphism of group objects
if and only if f ◦m = m′ ◦ (f × f), if and only if f(st) = f(s)f(t) for all
S ∈ Ob C and all s, t ∈S G. The equations f(s−1) = f(s)−1 and f(1) = 1
are automatically verified.

We end the section by a discussion of iterated limits.

Proposition 2.31. Let I and J be preordered sets. Let Xij ∈ Ob C and

f jii′ : Xi′j → Xij resp. gijj′ : Xij′ → Xij for i 6 i′ resp. j 6 j′ satisfy:

(1). For every j ∈ J , (Xij , f
j
ii′) is a projective system indexed by I;

(2). for every i ∈ I, (Xij , g
i
jj′) is a projective system indexed by J ;
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(3). for all i 6 i′, j 6 j′, we have

f jii′ ◦ g
i′
jj′ = gijj′ ◦ f

j′

ii′ .

Whenever lim←−i lim←−j Xij and lim←−j lim←−iXij exist, they are canonically iso-

morphic. The analoguous statement holds for inductive limits.

Proof. Let K = I × J , preordered by the relation

(i, j) 6 (i′, j′) :⇐⇒ i 6 i′ and j 6 j′ .

For k = (i, j) ∈ K, let let Xk = Xij . For k = (i, j) 6 k′ = (i′, j′),

hkk′ = f jii′ ◦ g
i′
jj′ = gijj′ ◦ f

j′

ii′ : Xk′ = Xi′j′ → Xij = Xk .

If k = (i, j) 6 k′ = (i′, j′) 6 k′′ = (i′′, j′′), then

hkk′ ◦ hk′k′′ = f jii′ ◦ g
i′
jj′ ◦ gi

′
j′j′′ ◦ f

j′′

i′i′′ = f jii′ ◦ g
i′
jj′′ ◦ f

j′′

i′i′′

= f jii′ ◦ f
j
i′i′′ ◦ g

i′′
jj′′ = f jii′′ ◦ g

i′′
jj′′ = hkk′′ ,

so (Xk, hkk′) is a projective system indexed over K.
It will be sufficient to show that if lim←−i lim←−j Xij exists, then it is a projective

limit of (Xk, hkk′). Indeed, exchanging the role of I and J , the assertion will
follow.

Assume that X = lim←−i lim←−j Xij exists. For k = (i, j), we define the

morphism hk : X → Xk = Xij as the composition of

fi : X → Xi = lim←−j Xij and gij : Xi → Xij .

Consider also the morphisms fii′ : Xi′ → Xi uniquely determined by

gij ◦ fii′ = f jii′ ◦ g
i′
j .

By definition, gijj′ ◦ gij′ = gij and fii′ ◦ fi′ = fi.

For k = (i, j) 6 k′ = (i′, j′),

hkk′ ◦ hk′ = f jii′ ◦ g
i′
jj′ ◦ gi

′
j′ ◦ fi′ = f jii′ ◦ g

i′
j ◦ fi′

= gij ◦ fii′ ◦ fi′ = gij ◦ fi = hk .

Now, assume that we are given morphisms ϕk : Y → Xk such that
hkk′ ◦ ϕk′ = ϕk for k 6 k′. For i ∈ I, define ϕi : Y → Xi to be the unique
morphism such that for all j ∈ J , gij ◦ ϕi = ϕk where k = (i, j). Define
ϕi : Y → X to be the unique morphism such that fi ◦ ϕ = ϕi for all i ∈ I.
Then for k = (i, j),

hk ◦ ϕ = gij ◦ fi ◦ ϕ = gij ◦ ϕi = ϕk .

Let ψ : Y → X be any morphism such that hk ◦ ψ = ϕk. Then for all i ∈ I
and j ∈ J ,

gij ◦ (fi ◦ ψ) = hk ◦ ψ = ϕk ,

so ϕi = fi ◦ ψ for all i ∈ I and it follows that ϕ = ψ. Thus, X is indeed a
projective limit of (Xk, hkk′), and this proves the claim. �
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3. Sheaves

3.1. Presheaves and sheaves.

Definition 3.1. Let X be a topological space and C a category. A presheaf
on X with values in C is a map U 7→ F(U) from open subsets of X to objects
of C, together with the data of morphisms %V U : F(U) → F(V ) for any
open sets V ⊂ U . It is customary and suggestive to call %V U the restriction
from U to V . If C is a subcategory of Sets, then one writes f |V for %V U (f).
Usually, the restriction morphisms of a presheaves are understood, although
they are strictly speaking part of the data.

A morphism of presheaves on X, ϕ : F → F ′ (say), is a collection of
morphisms ϕU : F(U) → F ′(U), for any open U ⊂ X, such that all of the
following diagrams commute:

F(U)

%V U
��

ϕU // F ′(U)

%′V U
��

F(V ) ϕV
// F ′(V )

It is clear how to compose morphisms of presheaves. With this composition
and the obvious identity morphisms, we obtain the category PreshC(X) of
all presheaves on X with values in C.

In what follows, we will usually consider presheaves with values in RMod,
for some fixed ring R; for instance, if R = Z, then we will be dealing with
sheaves of Abelian groups, and if R = k is a field, we will be dealing with
sheaves of vector spaces. The category of presheaves in RMod on X will
be denoted by Presh(X). More generally, the constructions we will perform
work with only notational changes for presheaves with values in any Abelian,
and even, with some restrictions, in any additive category.

Example 3.2. If U ⊂ X is open and F is a presheaf on X, then there is
a presheaf F|U on U defined by F|U (V ) = F(V ) for all open V ⊂ U . It is
called the restriction of F to U .

For any open U ⊂ X, we let Γ(U,F) = F(U), the set of sections over U .
By the definition of morphisms, Γ(U, ·), which maps F to Γ(U,F) = F(U)
and ϕ : F → G to Γ(U,ϕ) = ϕU , is a functor.

Definition 3.3. Let X be topological space and (Ui)i∈I an open cover of X.
One denotes Uij = Ui ∩ Uj and Uijk = Ui ∩ Uj ∩ Uk for i, j, k ∈ I.

Let F ∈ Presh(X). Then F is called a sheaf if the following two axioms
are fulfilled for any open subset U ⊂ X and any open cover (Ui) of U :

(i). If f, g ∈ F(U) are such that f |Ui = g|Ui for all i ∈ I, then f = g.
(ii). Given fi ∈ F(Ui), i ∈ I, such that fi|Uij = fj |Uij for all i, j ∈ I,

there is f ∈ F(U) such that f |Ui = fi for all i ∈ I.

The full subcategory of Presh(X) formed by the sheaves on X is denoted
by Sh(X).

Remark 3.4. (1). Sheaf axiom (i) implies that F(∅) = 0. Indeed, ∅ is
covered by the empty family (Ui)i∈I where I = ∅. Hence, if f ∈ F(∅), then
f |Ui = 0 for all i ∈ I, simply because I is empty. Then (i) implies that
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f = 0. More generally, if one takes presheaves with values in an arbitrary
subcategory of sets, then sheaf axioms (i) and (ii) imply that F(∅) is a
singleton set. (Thus for some such categories, there are no sheaves.)

(2). The sheaf axioms are equivalent to the statement that for any open
U ⊂ X and any open cover U of U , stable by finite intersections, the
morphism F(U) → lim←−V ∈U F(V ) given by restriction is an isomorphism.

This may be taken as the definition of a sheaf with values in a category
which has projective limits. In this formulation, it follows that F(∅) is a
terminal object (as the projective limit over an empty set).

Many constructions one wishes to apply to sheaves initially only produce
presheaves. Thus, one needs a construction of sheaves from presheaves. We
shall now examine such a construction.

3.5. Let F be a presheaf on X and x ∈ X. We define

(3.1) Fx = lim−→U
F(U)

where U runs over all open neighbourhoods of x. The Abelian group Fx is
called the stalk of Gx, and the image of f in Fx is denoted fx and called the
germ of f at x.

This construction is functorial. In particular, for any morphism ϕ : F → G
of presheaves, we obtain morphisms of the stalks ϕx : Fx → Gx.

3.6. Let F be a presheaf on X. For U ⊂ X open, let F+(U) be the subset
of
∏
x∈X Fx consisting of all f such that for all x ∈ U , there exists an open

open neighbourhood V ⊂ U and f̃ ∈ F(V ) such that f(y) = f̃y for all y ∈ V .
Then it is clear that F+ defines in a natural way a presheaf. Moreover,

there is a canonical morphism F → F+. Clearly, Fx = F+
x for all x ∈ X.

Proposition 3.7. Let F be a presheaf on X.

(i). F+ is a sheaf, called the sheafification of F .
(ii). (−)+ defines a functor Presh(X) → Sh(X), and the canonical

morphism gives a natural transformation θ : id→ (−)+.
(iii). F → F+ is an isomorphism if and only if F is a sheaf.
(iv). One has a natural isomorphism Hom(F ,G) = Hom(F+,G) as G

varies over Sh(X), and F varies over Presh(X). In other words,
sheafification is left adjoint to the inclusion Sh(X)→ Presh(X).

Proof. Statements (i) and (ii) are obvious.
Proof of (iii). The map F(U)→

∏
x∈U Fx : f 7→ (fx) is clearly injective if

and only sheaf axiom (i) holds on U . Let F be a sheaf and f ∈ F+(U). For

x ∈ U , there is an open neighbourhood Ux ⊂ U of x and f̃x ∈ F(Ux) such

that (f̃x)y = f(y) for all y ∈ Ux. Then (f̃x)z = (f̃y)z for all z ∈ Ux∩Uy, and

it follows that f̃x|Uxy = f̃y|Uxy . By sheaf axiom (ii), there is f̃ ∈ F(U) such

that f̃ |Ux = fx. In particular, f̃x = f(x). The converse follows similarly.
Proof of (iv). We have that θG : G → G+ is an isomorphism. Consider

Hom(F ,G)
Φ // Hom(F+,G)
Ψ
oo

given by Φ(ϕ) = θ−1
G ◦ ϕ+ and Ψ(ψ) = ψ ◦ θF . By naturality of θ (part

(ii)), we have θG ◦ ϕ = ϕ+ ◦ θF , and this proves that Ψ ◦ Φ = id. Moreover,
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Φ(Ψ(ψ))◦θF = ψ◦θF for any ψ ∈ Hom(F+,G). The latter statement implies
that Ψ ◦ Φ = id.

Indeed, let ψ ◦ θF = ψ′ ◦ θF where ψ,ψ′ : F+ → G. For f ∈ F+(U) and

x ∈ U , choose open neighbourhoods Ux ⊂ U and f̃x ∈ F(Ux) such that

(f̃x)y = f(y) for all y ∈ Ux. Then f |Ux = θF ,Ux(f̃x), so

ψU (f)|Ux = ψUx(f |Ux) = (ψ ◦ θF )Ux(f̃x) = (ψ′ ◦ θF )Ux(f̃x) = ψ′U (f)|Ux .
By the first sheaf axiom, ψU (f) = ψ′U (f). �

Example 3.8. Let A be an R-module and AX be the sheafification of U 7→ A.
Then AX is called the constant sheaf with stalk A. For x ∈ X, AX,x ∼= A.

Corollary 3.9. Let ϕ : F → G be a morphism of sheaves on X. Then ϕ is
an isomorphism if and only if for each x ∈ X, ϕx : Fx → Gx is.

Proof. Necessity is obvious by the functoriality of the stalk construction.
Conversely, assume that ϕx : Fx → Gx is an isomorphism for any x ∈ X.

We obtain an isomorphism

ϕ̃ = (ϕx) :
∏
x∈X
Fx →

∏
x∈X
Gx .

Consider the inverse ψ̃ = ϕ̃−1. Let U ⊂ X be open and g ∈ G(U). For x ∈ X,

consider f(x) = ψ̃(gx) ∈ Fx. Let Ux ⊂ U be an open neighbourhood of x
and fx ∈ F(Ux) such that (fx)x = f(x). Then ϕUx(fx)x = ϕx(f(x)) = gx,
so there exists an open neighbourhood Vx ⊂ Ux of x such that ϕVx(fx|Vx) =
ϕUx(fx)|Vx = g|Vx . In particular, ϕy(f

x)y = gy for all y ∈ Vx, and this
implies (fx)y = f(y) for all y ∈ Vx, by construction. Thus, f = (f(x))x∈U is
contained in F+(U). Defining ψU (g) = f , we get a morphism G = G+ → F+

which is inverse to ϕ+. By Proposition 3.7 (iv), this proves the claim. �

Proposition 3.10. Let (Fj , ϕij) be a projective system of sheaves on X,
indexed by an preordered set J . Then

F(U) = lim←−j Fj(U)

defines a sheaf F , and it is the projective limit of the (Fj , ϕij) in Sh(X).
Hence, we denote F = lim←−j Fj and call this the projective limit sheaf.

Proof. Recall that F is a sheaf if and only if F(U) = lim←−V ∈U F(V ) for any

open U ⊂ X and any open cover U which is stable under finite intersections.
Thus, the assertion follows from Proposition 2.31. �

Remark 3.11. Let (Fj , ϕij) be a projective system of sheaves. If x ∈ X, then
there is a canonical morphism (lim←−j Fj)x → lim←−j Fj,x. In general, it is not

an isomorphism.

3.2. Direct and inverse image sheaves. We will now introduce a number
of operations on sheaves, beginning with the direct and inverse image.

Definition 3.12. Let f : X → Y be a continuous map, F ∈ Sh(X), and
G ∈ Sh(Y ). The direct image f∗F of F under f is the sheaf on Y defined
by the equation f∗F(V ) = F(f−1(V )), for any open V ⊂ Y . Morphisms
ϕ : F → F ′ are mapped to morphisms f∗(ϕ) : f∗F → f∗F ′, given by
(f∗(ϕ))V = ϕf−1(V ).
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The inverse image f−1F of G under g is the sheaf on X defined as the
sheafification of the presheaf U 7→ lim−→V⊃f(U)

G(V ), where V runs over the

open neighbourhoods of f(U) in Y .
As a matter of terminology, it is convenient to refer to the image of

g ∈ G(V ) in the injective limit as the germ of g on f(V ).
Morphisms ψ : G → G′ are mapped to morphisms f−1(ψ) : f−1G → f−1G′,

given by (f−1(ψ))U = lim−→V⊃f(U)
ψV .

We obtain functors

f∗ : Sh(X)→ Sh(Y ) and f−1 : Sh(Y )→ Sh(X)

such that (g ◦ f)∗ = g∗ ◦ f∗ and (g ◦ f)−1 = f−1 ◦ g−1 whenever g : Y → Z
is continuous. (The second equality is not entirely obvious, but will follow
from the first in view of Proposition 3.15 below.)

Example 3.13. Let j : U → X be the inclusion of the open subset U ⊂ X.
Then j−1F = F|U for any sheaf F on X. In particular, by their definition,
j−1 commutes with projective limits.

Example 3.14. Let f : X → Y be continuous, A an Abelian group. Then
f−1AY = AX .

Proposition 3.15. Let f : X → Y be continuous and R be a sheaf of rings
on Y . There is a natural isomorphism

Hom(F , f∗G) ∼= Hom(f−1F ,G)

as F runs over Sh(Y ) and G runs over Sh(X).

3.16. Before we delve into the proof, let us introduce two important natural
transformations which will make the statement of the proposition meaningful.

Let F̃(U) = lim−→V⊃f(U)
F(V ), so that f−1F = F̃+. We exhibit a morphism

αG ∈ Hom(f−1f∗G,G) = Hom(f̃∗G,G) by defining

αG,U : lim−→
V⊃f(U)

f∗G(V ) = lim−→
V⊃f(U)

G(f−1(V ))→ G(U)

as the limit of all restriction maps. Since morphisms commute with restriction,
this defines a natural transformation α : f−1f∗ → id of functors in Sh(X).

Next, we construct βF ∈ Hom(F , f∗f−1F). For any open V ⊂ Y , we have
V ⊃ f(f−1(V )), so there is a canonical morphism

F(V )→ lim−→
W⊃f(f−1(V ))

F(W ) = F̃(f−1(V )) .

Let βF ,V be the composition of this map with θF̃ ,f−1(V ). Manifestly, this

defines a natural transformation β : id→ f∗f
−1 in Sh(Y ).

Proof of Proposition 3.15. According to Exercise 2.12, we need to prove that
the following composites are the identity:

f−1F
f−1(βF ) // f−1f∗f

−1F
αf−1F // f−1F

and

f∗G
βf∗G // f∗f

−1f∗G
f∗(αG) // f∗G
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Let us consider the first composite. By Proposition 3.7, it is sufficient to
compute on the level of the presheaf F̃ , the sheafification of which is f−1F .
Let U ⊂ X be open, and h ∈ F̃(U) = lim−→V⊃f(U)

F(V ). There exist an open

V ⊂ Y such that V ⊃ f(U) and hV ∈ F(V ) such that h is the germ of gV
on f(U).

Then f−1(βF )U (g) = βF ,V (hV ) is θF̃ ,f−1(V ) applied to the germ of hV on

the subset f(f−1(V )) ⊂ Y . If we apply αf−1F ,U to this, we obtain the germ

of hV on the set f(f−1(f(U))) = f(U), namely, h. Thus, the first composite
is indeed the identity. A similar computation also establishes this fact in the
second case. �

Example 3.17. Let j : U → X be the inclusion of an open subset. Then
the natural transformation id→ j∗j

−1 is an equivalence.

This simple observation can be used to glue sheaves by considering projec-
tive limits.

Proposition 3.18. Let U = (Ui) be an open cover of X, Fi ∈ Sh(Ui), i ∈ I,
and ϕij : Fj |Uij → Fi|Uij be isomorphisms such that

ϕii = id , ϕijϕji = id , ϕijϕjkϕki = id for all i, j, k ∈ I .
Then there exist a sheaf F ∈ Sh(X) and isomorphisms ϕi : F|Ui → Fi
such that ϕij ◦ ϕj |Uij = ϕi|Uij . Moreover, F , ϕi are unique up to canonical
isomorphism.

Proof. Let J = I2; on this set, introduce the following preorder:

(i, j) 6 (k, `) :⇔ (i, j) = (k, `) or (i, j) = (`, k)

For (m,n) ∈ J , consider the open inclusion jmn : Umn → X, and define
Fmn = jmn∗

(
Fm|Umn

)
.

Let ψaa = idFa for a ∈ J . For a = (m,n), b = (n,m), define

ψba ∈ Hom(Fmn,Fnm) = Hom
(
j−1
mnjmn∗

(
Fm|Umn

)
,Fn|Umn

)
= Hom(Fm|Umn ,Fn|Umn)

to be ϕnm. If a = b, then this is consistent with the previous definition,
because ϕmm = id.

By the assumption, (Fa, ψab) is a projective system of sheaves on X, so
the projective limit F exists by Proposition 3.10. We obtain morphisms
ψa : F → Fa such that ψab ◦ ψb = ψa for any b 6 a.

Let a = (m,n), b = (n,m). Then Fa|Umn = Fm|Umn and ψba = ϕnm.
Since j−1

mn commutes with projective limits, there exists, as indicated by the
dotted line, a morphism Fm|Umn → F|Umn making the following diagram
commutative:

Fn|Umn

ϕmn

��

Fm|Umn //

ϕnm

33

F|Umn

ψb|Umn

88

ψa|Umn
''
Fm|Umn

ϕnm

OO



GEOMETRIE UND ANALYSIS VON SUPERMANNIGFALTIGKEITEN 19

In other words, ψa|Umn : F|Umn → Fm|Umn is an isomorphism (we have
constructed an inverse).

Since Fm is a sheaf, it is the projective limit of the direct images of Fm|Umn
under the open inclusions Umn → Um, for m fixed and n variable. A similar
remark applies to F|Um . Thus, we may construct ϕm : F|Um → Fm as the
projective limit of ψa|Umn , for a = (m,n). Then ϕm is an isomorphism, and
by definition,

ϕmn ◦ ϕm|Umn = ϕmn ◦ ψa|Umn = ψb|Umn = ϕn|Umn .

This shows existence in the sense of our assertion, and uniqueness can be
similarly derived from the uniqueness of projective limits. �

4. Supermanifolds

4.1. Basics.

Definition 4.1. A super-ringed space is a pair X = (X,F) where X0 is a
topological space and F is a sheaf of (unital, associative) R-superalgebras.

Here, an R-superalgebra is a real unital associative algebra A with a
Z/2Z-grading A = A0 ⊕A1 such that Ai ·Aj ⊂ Ai+j (mod 2). By definition,
morphisms of superalgebras are unital and preserve the grading.

A morphism of ringed spaces X = (X0,F)→ Y = (Y0,G) is a pair (f, f∗)
where f : X0 → Y0 is a continuous map and f∗ : G → f∗F (or, equivalently,
f−1G → G is a morphism of sheaves (of R-superalgebras). One obtains the
category SRSp.

Whenever X = (X0,F) is a super-ringed space and U ⊂ X0 is open, let
X|U = (U,F|U ). Such a super-ringed space is called an open subspace of X.
Given an open subspace, there is an inclusion morphism jU = jXU : X|U → X,
defined by jU = (jU,0, j

∗
U ) where jU,0 is the inclusion of U in X0, and

j∗U : j−1
U,0F = F|U → F|U is the identity. A morphism ϕ : X → Y is called

an open embedding if there are an open subset U ⊂ Y0 and an isomorphism
ϕ̃ : X → Y |U such that ϕ = jU ◦ ϕ̃ where jU = jYU .

Definition 4.2. A supermanifold is a super-ringed space X = (X0,OX)
over such that:

(1). X0 is Hausdorff and paracompact, and

(2). for any x ∈ X0, there exist an open neighbourhood U of x and an

open embedding of X|U into Rp|q = (Rp, C∞Rp ⊗
∧

(Rq)∗) for some p, q.

In this case, we denote dimxX = p|q. If p|q can be chosen independent
of x, then we say that X is of pure dimension or that X has dimension
dimX = p|q. An open embedding ϕ : X|U → Rp|q is called a local chart .
Given a local chart ϕ, the tuple

(y, η) = (y1, . . . , yp, η1, . . . , ηq) = (ϕ∗(x1), . . . , ϕ∗(xq), ϕ
∗(ξ1), . . . , ϕ∗(ξq))

where xj are the coordinate projections on Rp, and ξj is the canonical basis

of (Rq)∗, is called a system of local coordinates. The open subspaces of Rp|q
are called superdomains.

The category of SMan of supermanifolds is obtained as the full subcategory
of SRSp consisting of supermanifolds.
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Notation 4.3. If X is a supermanifold, denote NX the presheaf U 7→ NX(U)
where NX(U) is the set of nilpotent elements of OX(U). If X is of pure
dimension (or if the odd part of dimxX is bounded), then NX is a sheaf.

Proposition 4.4. Let X0 be a paracompact Hausdorff space. Assume given
an open cover (Uj), supermanifolds Xj whose underlying topological space is
Uj, and isomorphisms ϕij : Xi|Uij → Xj |Uij such that over Uijk,

ϕijϕjk = ϕik for all i, j, k .

There there exists a supermanifold X whose underlying topological space is
X0, together with isomorphisms ϕi : Xi → X|Ui such that ϕi ◦ ϕij = ϕj;
these data are unique up to canonical isomorphism.

In fact, for any morphisms ψj : Xj → Y such that ψi|Uij ◦ ϕij = ψj |Uij ,
there is a unique morphism ψ : X → Y such that ψ|Ui ◦ ϕi = ψi.

Proof. This follows directly from Proposition 3.18; note that the inductive
system on the level of ringed spaces gets translated into a projective system
on the level of sheaves. �

Notation 4.5. The supermanifold introduced in Proposition 4.4 is called
the supermanifold obtained by gluing the Xj along the ϕij .

4.2. The maximal ideals mx.

Definition 4.6. Let R be a unital ring. If R possesses a unique maximal
left ideal, then R is called a local ring . In this case, the unique maximal
ideal m is always an ideal, and R/m is a skew-field.

4.7. Fix a supermanifold X, and a point x ∈ X0. Let mX,x ⊂ OX,x be the
subset of the stalk which consists of non-invertible elements; in particular,
one has NX,x ⊂ mX,x. Let p|q = dimxX; the stalk is entirely determined by

local data, so we may assume that X is a open subspace of Rp|q, that X0

contains 0, and that x = 0.
Define

Op|q0 := ORp|q ,0 , C
p
0 = C∞Rp,0 , N

p|q
0 := NRp|q ,0 , m

p|q = mRp|q ,0 ,

and let mp ⊂ Cp0 be the set of germs f such that f(x) = 0. Then m0 consists
exactly of the non-invertible elements of Cp0 , since a smooth function which
is non-zero at a point is locally invertible. in particular, Cp0 = R⊕mp.

We have O0 = Cp0 ⊕ N
p|q
0 . Let f ∈ Op|q0 , and decompose f = g + h

accordingly. If f /∈ m0 ⊕ N p|q
0 , then g /∈ m0, and is thus invertible. We

conclude that f is invertible with inverse
∞∑
k=0

(−g−1h)kg−1

where the sum is finite since g−1h is nilpotent. Hence, mp|q ⊂ mp ⊕ N p|q
0 ,

and the converse inclusion is obvious.
Thus, mp|q = mp⊕N p|q

0 ; in particular, mp|q is an ideal, and Op|q0 = R⊕mp|q.

Observe also the following: Since (N p|q
0 )q+1 = 0, we have

(4.1) (mp|q)k = mp(mp|q)k−1 for all k > q .
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Proposition 4.8. Let X be a supermanifold, and x ∈ X0. Then mX,x is the
unique maximal ideal of OX,x; in particular, OX,x is a local ring. Moreover,
OX,x = R⊕mX,x.

Proof. Observe that in any supercommutative superalgebra, any left ideal is
an ideal. Thus, it suffices to show that mx is the unique maximal ideal.

By definition, mx contains any proper ideal of OX,x, and by the above
considerations, it is an ideal. This proves the first statement, and the rest
has already been checked. �

4.9. For any open U ⊂ X0, f ∈ OX(U), and x ∈ U , we may define f(x) to
be the unique number λ ∈ R such that f −λ ∈ mx. Then mx consists exactly
of the germs f such that f(x) = 0.

We denote by j∗0(f) the function x 7→ f(x) on U . Using local coordinates,
one sees that j∗0(f) is continuous, i.e. j∗0(f) ∈ CX0(U). Let OX0 be the
subsheaf of CX0 obtained in this way. Since (X0,OX0) is locally isomorphic
to (Rp, C∞Rp), we have that (X0,OX0) is a smooth manifold. By abuse of
notation, we will denote it by X0. The morphism (idX0 , j

∗
0) : X0 → X will

be denoted by j0. It is an open embedding of X0 into X.
We say that f ∈ OX(U) takes values in any given set A ⊂ R whenever

the function j∗0(f) does. Hence, f may take positive values, etc.
In the following proposition, [−]0 denotes the functor that takes X to X0

and ϕ to ϕ0.

Proposition 4.10. Let ϕ : X → Y be a morphism of supermanifolds and
x ∈ X0. For f ∈ Γ(OY ) and x ∈ X0, ϕ∗(f)(x) = f(ϕ0(x)). In particular, we
have that ϕ∗(mY,ϕ0(x)) ⊂ mX,x, and j0 is a natural transformation [−]0 → id.

Proof. Let f ∈ OY,ϕ0(x). Then ϕ∗(f − λ) = ϕ∗(f) − λ for all λ ∈ R. If
λ 6= f(ϕ0(x)), then this quantity is invertible, since ϕ∗(1) = 1. There exists
a unique λ such that ϕ∗(f)− λ is not invertible, namely, ϕ∗(f)(x). But this
λ must then be equal to f(ϕ0(x)). The other statements are immediate. �

Proposition 4.11. Let X be a supermanifold, p|q = dimX. Let f ∈ Γ(OX).

If j∗0(f) = 0 and fx ∈ mq+1
x for all x ∈ X0, then f = 0.

Proof. The question is local, so we may assume that X is an open subspace

of Rp|q. By assumption, fx ∈ (m
p|q
x )q+1 = mp

x(m
p|q
x )q for all x ∈ X0, where we

have used (4.1). Let (x, ξ) be the standard coordinates. We may uniquely
decompose f as f =

∑
β fβξ

β where fβ ∈ C∞(X0) and ξβ = ξβ1 · · · ξβk for

β = {β1 < · · · < βk} ⊂ {1, . . . , q}. Then fβ(x) = (fβ)x(x) = 0 for all x ∈ X0,
whenever |β| > 0. But f∅ = j∗0(f) = 0 by assumption, so that f = 0. �

To bring the maximal ideal mx to use, we need some results from algebra.

Definition 4.12. Let R be a unital ring. The Jacobson radical J(R) of R
is the intersection of all maximal left ideals of R.

Lemma 4.13. Let r ∈ R. Then r ∈ J = J(R) if and only if for all s ∈ R,
1− sr has a left inverse.

Proof. Let r ∈ J and assume, seeking a contradiction, that R(1−sr) ( R for
some s ∈ R. There exists a maximal left ideal m ⊂ R containing R(1− sr).
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On the other hand, J being a left ideal, we have sr ∈ J ⊂ m. But then
1 = 1− sr + sr ∈ m, contradicting the maximality of m. Hence, 1− sr has a
left inverse for any s ∈ R.

Conversely, let r /∈ J . Then there exists a maximal left ideal m of R
such that r /∈ m. Since m + Rx is a left ideal containing m, it follows that
R = m +Rx, and there are m ∈ m and s ∈ R such that 1 = m− sr. Then
1− sr = m ∈ m cannot have a left inverse. �

The following proposition is known as Nakayama’s Lemma.

Proposition 4.14. Let M ∈ RMod be finitely generated. If J(R) ·M = M ,
then M = 0.

Proof. Let JM = M where J = J(R), and X be a minimal set of non-zero
generators for M . Assume that X 6= ∅, so that X = {m1, . . . ,mn}. There
exists rj ∈ J such that m1 =

∑n
j=1 rjmj , so (1 − r1)−1m1 =

∑n
j=2 rjmj .

By Lemma 4.13, 1 − r1 has a left inverse, so m1 =
∑n

j=2(1 − r1)−1rjmj ,
contradicting the minimality of X. Hence, X = ∅, and M = 0. �

Corollary 4.15. Let R be a local ring and M ∈ RMod be finitely generated.
If the images of x1, . . . , xn ∈M in M/mM form a basis over the skew-field
R/m, then x1, . . . , xn is a minimal set of generators for M .

Conversely, any minimal set of generators for M arises in this way. For
any such minimal set x = (x1, . . . , xn), and any y = (y1, . . . , yn), yi ∈ M ,
there exists a square matrix A = (aij) ∈ Rn×n such that y = Ax, and y is a
set of generators if and only if some (any) such matrix A ∈ GL(n,R).

Proof. Since bases are minimal, the minimality is clear, once it has been
established that m1, . . . ,mn generate M . Let N be the left submodule of
M generated by the mj . By assumption (N + mM)/mM = M/mM , so
N + mM = M . This implies that mP = P for the module P = M/N . Since
m = J(R), Proposition 4.14 implies that P = 0, so that M = N .

The converse statement is trivial, since a minimal set of generators of a
vector space over a skew-field is automatically linearly independent.

Finally, let x = (x1, . . . , xn) be a minimal set of generators and let any
tuple y = (y1, . . . , yn) of elements of M be given. There are aij ∈ R such
that yi =

∑n
j=1 aijxj , so we may define A = (aij). By the above, the row

rank of A (mod m) is maximal if and only if y is a set of generators, so the
row determinant of A (mod m) is non-zero exactly in that case. It follows
that A is invertible if and only if y is a set of generators. �

In order to apply Nakayama’s Lemma in the context of supermanifolds, we
need to prove that mx is finitely generated. This is the content of the following
proposition, whose classical counterpart is called Hadamard’s Lemma.

Proposition 4.16. Let X be a supermanifold, x ∈ X0. Then mx is finitely
generated; indeed, if (y, η) is a system of local coordinates, then mx is gener-
ated by the germs of yi − yi(x) and ηj. In particular, dimxX = dimmx/m

2
x.

Proof. Using the local coordinates, so we may assume that X is an open
subspace of Rp|q containing 0, that x = 0, and that (yi, ηj) = (xi, ξj) are

the standard coordinates. In the decomposition mp|q = mp ⊕N p|q
0 , N p|q

0 is
generated by ξj , so it is sufficient to see that mp is generated by xi.
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But if f is a locally defined C∞ function vanishing at 0, then

f(z) =

∫ 1

0
f ′(tz)z dt =

n∑
j=1

zj ·
∫ 1

0
∂jf(tz) dt

for z in a convex neighbourhood of 0. Since z 7→
∫ 1

0 ∂jf(tz) dt are C∞, this
proves the assertion.

Clearly, yi − yi(x), ηj form a minimal set of generators for mx. By
Nakayama’s Lemma 4.14, dimmx/m

2
x = p|q. (Here, observe that the parity

is preserved in the quotient.) �

Corollary 4.17. Let X be a supermanifold with coordinates (y, η), and
f ∈ Γ(OX). For any k > 0, there exists a polynomial p ∈ R[u1, . . . , up+q] of

degree 6 k such that (f − p(y − y(x), η))x ∈ mk+1
x .

Proof. W.l.o.g. yj(x) = 0 for all j. We prove for all k: If fx ∈ mk
x, then there

exists p such that (f − p(y, η))x ∈ mk+1
x . For k = 0, we may take p = f(x).

Assume that k > 1. By Nakayama’s Lemma 4.14, the cosets of the
monomials

yαηβ = yα1
1 · · · y

αp
p ηβ11 · · · η

βq
q

where α1 + · · ·+ αp + β1 + · · ·+ βq = k, αj ∈ N, βj ∈ {0, 1}, form a basis

of mk
x/m

k+1
x . Thus, there is a linear combination p(y, η) of such monomials,

such that (f − p(y, η))x ∈ mk+1
x . �

4.3. Morphisms, linear supermanifolds and products. The following
basic fact justifies the definition of supermanifolds as ringed spaces: “Super-
functions”, i.e. global sections of the structure sheaf, are exactly the same
thing as morphisms X → R1|1. In fact, we will want to have a more general
statement, independent of dimension and the choice of particular coordinates.
For this purpose, the following concept proves useful.

Definition 4.18. Let V = V0 ⊕ V1 be a super-vector space. We associate
with V the supermanifold given by (V0, C∞V0⊗

∧
(V1)∗). We call this the linear

supermanifold associated with V , and denote it by the same letter. Observe
that V ∗ ⊂ Γ(OV ).

Given super vector spaces V and W , we define a super vector space V ⊗W
by taking the grading (V ⊗W )i =

⊕
k+`≡i (mod 2) Vk ⊗W`. Similarly, we

define a super-vector space Hom(V,W ) by taking the grading Hom(V,W )i =⊕
k+`≡i (mod 2) Hom(Vk,W`). The even part of Hom(V,W ) is also denoted

by Hom(V,W ).

Lemma 4.19. Let V , W be f.d. super vector spaces, and A ∈ Hom(V,W ).
Then there is a unique morphism ϕ = ϕA : V →W of the associated linear
supermanifolds such that ϕ∗(µ) = µ ◦ A for all µ ∈ V ∗ and ϕ∗(f) = f ◦ A
for all f ∈ C∞(U), U ⊂W0 open.

Thus, the correspondence which sends f.d. super vector spaces to their
associated linear supermanifolds is a functor.

Proof. Define ϕA,0(x) = Ax for all x ∈ V0. Let ξ1, . . . , ξq be a basis of W ∗1 .

Any f ∈ OW (U) may be decomposed uniquely as f =
∑

β fβξ
β where the sum
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is over β = {β1 < · · · < βk} ⊂ {1, . . . , q}, fβ ∈ C∞(U), and ξβ = ξβ1 · · · ξβk .
Define ϕ∗A(f) =

∑
β(fβ ◦A) · (ξβ1 ◦A) · · · (ξβq ◦A).

It is clear that ϕA : V →W is indeed a well-defined morphism. Moreover,
ϕA satisfies the condition stated in the assertion, and it is also trivial that
this determines ϕA uniquely. (In particular, ϕA does not depend on the
choice of a basis of W ∗1 .) �

Remark 4.20. A simple consequence of Lemma 4.19 is the following: For
any linear supermanifold V , there is an algebra morphism C∞(V0)→ Γ(OV ),
corresponding to the canonical morphism V → V0.

In particular, any smooth or analytic fucntion on V0,α may be considered
in a canonical way as a superfunction on V . As we shall see, this carries over
to supermanifolds, however, in a non-canonical way.

Lemma 4.21. Let V be a linear supermanifold of dimension p|q. Any basis
of the underlying super vector space determines a system of local coordinates.
In particular, there exist systems of local coordinates contained in V ∗.

Proof. This is left to the reader. �

Theorem 4.22. Let X be a supermanifold and V a linear supermanifold.
There is a bijection

V (X)
∼= // Hom(V ∗,Γ(OX)) = (Γ(OX)⊗ V )0

which is natural in X. Under this map,

Hom(V ∗,Γ(OX)) and Hom(V ∗1 ,Γ(OX)1)

correspond to the X-points of V0 and V1, respectively.

Remark 4.23. In particular, an element of Γ(OX) represents the same data

as a morphism X → R1|1. The naturality of this identification amounts
to the following: If f ∈ Γ(OX) and ϕ : Y → X is a morphism, then the

morphism Y → R1|1 corresponding to ϕ∗(f) is f ◦ ϕ, where f is considered

as a morphism X → R1|1.

Proof of Theorem 4.22. Define

φ : V (X)→ Hom(V ∗,Γ(OX)) : ϕ 7→ φ(ϕ) , φ(ϕ)(µ) = ϕ∗(µ) .

By Proposition 4.10,

φ(ϕ)(µ)(x) = ϕ∗(µ)(x) = µ(ϕ0(x)) for all x ∈ X0 , µ ∈ V ∗0 .

This already determines ϕ0. It is also readily seen by this definition that
φ = φX is natural in X. The statements about the X-points of V0 and V1

are special cases of naturality.
The map φ is injective. Indeed, let φ(ϕ1) = φ(ϕ2), so ϕ∗1(µ) = ϕ∗2(µ) for

all µ ∈ V ∗. The morphisms ϕ1, ϕ2 have the same underlying map ϕ0.
Let f ∈ OV (U) and x ∈ ϕ−1

0 (U). We may choose local coordinates (y, η)
in V ∗, by Lemma 4.21. By Corollary 4.17, there exists a polynomial t in
(y, η) such that (f − t)ϕ0(x) ∈ mq+1

ϕ0(x) where p|q = dimxX. Since ϕ∗1 and ϕ∗2
coincide on t by assumption, and by Proposition 4.10,

(ϕ∗1(f)− ϕ∗2(f))x = ϕ∗1(f − t)x − ϕ∗2(f − t)x ∈ mq+1
X,x .
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Since j∗0(ϕ∗1(f) − ϕ∗2(f)) = j∗0(f) ◦ ϕ0 − j∗0(f) ◦ ϕ0 = 0, and because x was
arbitrary, Proposition 4.11 shows that ϕ∗1(f) = ϕ∗2(f).

To see that φ is surjective, let us first assume that X is a supermanifold.
We will define an inverse map ψ : Hom(V ∗,Γ(OX)) → V (X). To that
end, fix f ∈ Hom(V ∗,Γ(OX))0. We wish to define ϕ = ψ(f). First, define
ϕ0 : X0 → V0 by the equation

µ(ϕ0(x)) = f(µ)(x) = j∗0(f(µ))(x) for all µ ∈ V ∗0 .

Since j∗0(f(µ)) is smooth for any µ, so is ϕ0.
Next, we define ϕ∗ : OV → ϕ0,∗OX . Referring to the coordinates (y, η),

it will be sufficient to define ϕ∗ on C∞(U), where U ⊂ V0 is open, since
ηj , generate OV (U) as a C∞(U)-algebra. Thus, let h ∈ C∞(U). Define

εj = f(yj)− yj ◦ ϕ0 ∈ OX(ϕ−1
0 (U)) and

ϕ∗(h) =
∑
α∈Nm

1

α!
· (h(α) ◦ ϕ0) · εα where εα = εα1

1 · · · ε
αm
m

and h(α) = ∂α1+···+αm

∂y
α1
1 ···∂y

αm
m
h are derivatives with respect to the coordinates yj .

This makes sense because ε is nilpotent, and because X is a superdomain.
To see that ϕ∗ is an algebra morphism, observe that ϕ∗(1) = 1, and

compute

ϕ∗(h1h2) =
∑
γ

∑
α+β=γ

1

α!β!
· (h(α)

1 ◦ ϕ0) · (h(β)
2 ◦ ϕ0) · nγ = ϕ∗(h1) · ϕ∗(h2) .

Given f ∈ Hom(V ∗,Γ(OX))α, let f̃(µ) = φ(ψ(f))(µ) = ψ(f)∗(µ). Since

y
(α)
j = δα0yj +δα,ej , we have f̃(yj) = f(yj). This implies f̃ = f , so φ◦ψ = id,

and in particular, φ is surjective in the case of a superdomain.
Back in the general case, write φ = φX and choose some covering of X

by open subspaces Xi = X|Ui which are isomorphic to superdomains. Let
f ∈ Hom(V ∗,Γ(OX)). Define fi ∈ Hom(V ∗,Γ(OXi)) by fi(µ) = f(µ)|Ui .
There exist ϕi ∈ V (Xi) such that φXi(ϕi) = fi. By Proposition 4.4, there
exists ϕ ∈ V (X) such that ϕ|Ui = f ◦ jUi = ϕi. Then

φ(ϕ)(µ)|Ui = j∗Uiϕ
∗(µ) = ϕ∗i (µ) = φXi(ϕi)(µ) = fi(µ) = f(µ)|Ui

for all µ ∈ V ∗, and all i. By the sheaf axioms, this proves equality, and thus
that φ is surjective. �

Corollary 4.24. Let V and W be linear supermanifolds. Then the linear
supermanifold corresponding to the super-vector space V ×W is the product
of V and W in the category SMan.

Proof. Let U = V ×W as super vector spaces. For any X,

U(X) ∼= Hom(U∗,Γ(OX))

= Hom(V ∗,Γ(OX))×Hom(W ∗,Γ(OX)) ∼= V (X)×W (X) .

By the naturality in Theorem 4.22, this bijection is natural. Therefore, by
Corollary 2.25, we conclude that U = V ×W as supermanifolds. �

In fact, the previous to results carry over to superdomains. This follows
from the following simple observation.
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Lemma 4.25. Let X,Y be supermanifolds, U an open subspace of Y , and
f : X → Y a morphism. Then f factors through the inclusion U → Y if and
only if f0 takes its values in U0.

Proof. This is a trivial consequence of the definition of morphisms. �

Corollary 4.26. Let X be a supermanifold and U an open subspace of Rp|q.
There is a natural bijection

U(X)
∼= //

{
(y, η) ∈ Γ(OX)p0 × Γ(OX)q

∣∣ ∀x ∈ X0 : y(x) ∈ U0

}
.

Corollary 4.27. Let Uj be an open subspace of Rpj |qj , j = 1, 2. The open

subspace of Rp1+p2|q1+q2 corresponding to the open subset U1,0×U2,0 ⊂ Rp1+p2

is the product of U1 and U2 in the category SMan.

Corollary 4.28. Finite direct products exist in SMan.

Proof. A terminal object is given by (∗,R) where ∗ is any singleton set and
R is the constant sheaf on ∗. (An algebra morphism R→ Γ(OX) is fixed by
its value on 1, so there is only one.) This covers the case of empty products.

Binary, and thus, arbitrary finite products, exist in view of Corollary 4.27
and Proposition 4.4. �

Example 4.29. Let (x, ξ1, ξ2) be the standard coordinate system of R1|2.

There is an automorphism of R1|2, given by (x, ξ1, ξ2) 7→ (x + ξ1ξ2, ξ1, ξ2).
This example shows that morphisms need not respect the Z-grading on ORp|q .

The existence of finite products allows for the following definition.

Definition 4.30. A Lie supergroup is a group object in SMan.

Exercise 4.31. One defines the complexification functor [−]C from real
super-ringed spaces to complex super-ringed spaces as follows: On objects,
(X,F)C = (X,F ⊗R C); on morphisms (f, f∗)C = (f, f∗ ⊗R idC).

(1). Show that [−]C induces a fully faithful functor from real manifolds.

(2). Show that this functor, when considered on real smooth supermani-
folds, is neither full nor faithful.

Exercise 4.32. Show that the definition of manifolds in terms of ringed
spaces is equivalent to the definition in terms of atlases, in fact, that these
are isomorphic categories. Formulate a definition (equivalent to the ringed
space definition) of supermanifolds and their morphisms in terms of atlases.

Exercise 4.33. A superpoint is a supermanifold whose underlying manifold
is a point. Given supermanifolds X and Y , show that morphisms f : X → Y
are uniquely determined by f(λ) : X(λ) → Y (λ), where λ runs though all
superpoints.

Exercise 4.34. Show that there are inequivalent Lie supergroup structures
on R1|1. Find all non-isomorphic Lie supergroup structures on R1|1.
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4.4. Weil superalgebras and inner homs.

4.35. Let R be a commutative ring and let SpecR (the spectrum of R) denote
the set of prime ideals of R where a proper ideal p ( R is prime if ab ∈ p
implies that a ∈ p or b ∈ p, for all a, b ∈ R. For any f ∈ R, define the
fundamental open set Uf as

Uf =
{
p ∈ SpecR

∣∣ f /∈ p
}
.

These sets generate a topology on SpecR, called the Zariski topology .
Let A be a supercommutative R-superalgebra. With the Zariski topology,

SpecA0 will be the underlying topological space of SpecA; its structure sheaf
of SpecA is defined by localisation. Let us recall this construction.

Construction 4.36. Let R be a commutative ring and S ⊂ R. The set S is
called multiplicative if 1 ∈ S and S · S ⊂ S. Let S be multiplicative.

Let M be an R-module. Define an equivalence relation ∼ on S ×M by

(s,m) ∼ (t, n) :⇔ ∃r ∈ S : r(tn− sm) = 0 .

Let S−1M the quotient of S ×M by this equivalence relation; it is called
the localisation of M at S. The element of S−1M represented by (s,m) is
denoted s−1m. Then S−1M is an R-module via

r · (s−1m) = s−1(rm) , s−1m+ t−1n = (st)−1(tm+ sn) .

The R-module S−1M comes with the canonical R-module morphism
M → S−1M : m 7→ 1−1m. These data enjoy the following universal property:
Given any R-module morphism φ : M → N such that any s ∈ S acts on
N by an automorphism, there is a unique factorisation of φ through an
R-module morphism S−1M → N .

If M = R, then S−1R = S−1M has, in addition, a ring structure, given by

s−1m · t−1n = (st)−1(mn) ;

this is the localised ring of R at S. It is straightforward to see that S−1M is
an S−1R-module, for any R-module M .

If S = R \ p for a prime ideal p, one denotes Mp = S−1M , Rp = S−1R;
similarly, when S =

{
fk
∣∣ k = 0, 1, . . .

}
where f ∈ R, one writesMf = S−1M ,

Rf = S−1R.

Proposition 4.37. Let A be a supercommutative R-superalgebra. For f ∈ A0,
let Af be the localisation of the A0-module A at f . The correspondence
Uf 7→ Af extends uniquely (up to unique isomorphism) to a sheaf on the
space SpecA0.

In the proof, we will need the following lemma.

Lemma 4.38. Let R be a commutative ring. The topological space SpecR
is quasi-compact, that is, any open cover has a finite subcover.

Proof. It is sufficient to prove this for a cover by fundamental open sets.
Thus, let SpecR =

⋃
j Ufj where fj ∈ R. Let I be the ideal generated by

the fj ; if I 6= R, then I would be contained in a maximal ideal m. This
cannot be the case, since maximal ideals are prime, and I is not contained
in a prime ideal, in view of our assumption. Thus, R = I and 1 =

∑
j rjfj

for some rj ∈ R, all but finitely many of which are = 0.
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Let F be the set of all fj , rj 6= 0. If p is a prime ideal, then F 6⊂ p since
otherwise 1 ∈ p. Thus, SpecR =

⋃
f∈F Uf and we have obtained the required

finite subcover. �

Proof of Proposition 4.37. In view of Proposition 3.18, it is sufficient to
show that this correspondence defines sheaves on the fundamental open
subsets of each Uf . Moreover, since A0 is central in A it is clear that
same the definition as for the multiplication on (A0)f endows Af with a
supercommutative superalgebra structure.

Let f ∈ A0. Observe that Spec(A0)f = Uf . Indeed, any prime ideal in
(A0)f corresponds under the canonical map to a prime ideal p ⊂ A0; for
it to be proper in (A0)f , one need to have f /∈ p, since f is invertible in
(A0)f . The converse is also true. Moreover, the fundamental open subset
of Spec(A0)f corresponding to g is Ufg since fg /∈ p is equivalent to g /∈ p,
in view of the primality of p. Since Ufg = Uf ∩ Ug, the identification of
Spec(A0)f and Uf is a homeomorphism.

A similar argument shows (Af )g = Afg; this defines the restriction mor-
phisms of the sought-for sheaf. Moreover, replacing A by Af and Uf by
SpecA, it will be sufficient to prove that on the basis of open subsets Uf ,
Uf 7→ Af defines a sheaf. By Lemma 4.38, it will suffice to check the sheaf
axioms for finite open covers.

Thus, let g ∈ SpecA0 =
⋃n
j=1 Ufj such that g|Ufj = 0 for all j. Thus, for

all j, there is mj such that f
mj
j g = 0. Let m = m1 · · ·mn, then fmj g = 0

for all j. Let I = (f1, . . . , fn) ⊂ A0 and Im = (fm1 , . . . , f
m
n ) ⊂ A0; then

Im·n ⊂ Im. But I = A0 by assumption, so Im = A0. Since r · g = 0 for all
r ∈ Im and we may take r = 1, it follows that g = 0.

Next, let gj ∈ Ufj be given such that gi|Ufifj = gj |Ufifj . There is some

N > 0 such that

(fifj)
Ngi = (fifj)

Ngj for all i, j .

Possibly enlarging N , we may assume fNj gj ∈ A, and, as above, that

1 =
∑n

j=1 rjf
N
j for some rj ∈ A0. Thus, set g =

∑n
j=1 rjf

N
j gj . Then

fNi g =
N∑
j=1

rj(fifj)
Ngj =

n∑
j=1

rjf
N
j · fNi gi = fNi gi ,

so g|Ufi = gi, as required. �

Definition 4.39. Let SpecA = (SpecA0,OA) where OA is the sheaf defined
in Proposition 4.37, considered as an object of the category SRSpR. This
super-ringed space is called the spectrum of A.

We will apply this construction in a very particular case.

Definition 4.40. A Weil superalgebra is a finite-dimensional R-superalgebra
A with a graded nilpotent ideal JA such that A = R⊕ JA.

Any Weil superalgebra is a local ring, and JA is the maximal ideal; it
consists exactly of the nilpotent elements of A.

Exercise 4.41. Let A be a R-superalgebra. Then A is a Weil superalgebra
if and only if A ∼= R[x1, . . . , xk, ξ1, . . . , ξ`]/I for some graded ideal I such
that I ⊃ (x1, . . . , xk, ξ1, . . . , ξ`)

N , for some N > 0.
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Lemma 4.42. Let A be a Weil superalgebra. Then SpecA0 is a point.

Proof. We may and will assume A = A0. Then A = R[x1, . . . , xk]/I for some
graded ideal I ⊃ (x1, . . . , xk)

N . Any prime ideal p ⊂ A has the form q/I
where q ⊂ R[x1, . . . , xk] is a prime ideal containing I. Then xNj ∈ q for all j.

Being a prime ideal, q is radical, so xj ∈ q. Then q = (x1, . . . , xk), and this
determines p = JA. �

Remark 4.43. In fact, as follows from its proof, the conclusion of Propo-
sition 4.10 holds for any super-ringed spaces X,Y such that the stalks
O = OX,x of the structure sheaves satisfy the following assumption: O is
local, O = R⊕m, and O \m consists of invertible elements. For any such
super-ringed space X, values of local sections of the structure sheaves can be
defined as for supermanifolds. One obtains a subsheaf OX0 of the sheaf of all
R-valued functions on the topological space X0 and a canonical morphism
j0 : X0 → X where we let X0 = (X0,OX0) (by abuse of notation).

If, in addition, there exists some q � 0 such that any open subpace of X
satisfies the conclusion of Proposition 4.11, then by the proof of Theorem 4.22,
for any linear supermanifold V , the canonical map V (X)→ Hom(V ∗,Γ(OX))
is injective. If, moreover, X is covered by open subspaces U such that OU is
an OU0-algebra, then this map is also surjective.

We shall call X locally determined , if these three properties are fulfilled.

Lemma 4.44. Let X = (X0,OX) be a super-ringed space and A a Weil
superalgebra. The product X × SpecA exists in SRSpR, and there exists
a canonical right inverse jA : X → X × SpecA to p1 : X × SpecA → X,
defining a natural transformation id → (−) × SpecA. If B is another
Weil superalgebra, then Spec(A ⊗ B) = SpecA × SpecB. If X is a locally
determined super-ringed space, then so is X × SpecA.

Proof. Let Z = (X0,OZ) where OZ = OX ⊗ A, the tensor product of R-
superalgebras. For any sheaf F of supercommutative superalgebras on X0,
we have the isomorphism

Hom(OX ,F)×Hom(A,F) ∼= Hom(OX ⊗A,F)

given by (ϕ1, ϕ2) 7→ ϕ1 ⊗ ϕ2, (ϕ1 ⊗ ϕ2)(f ⊗ a) = ϕ1(f) · ϕ2(a). Here, Hom
denotes morphisms of superalgebra sheaves. This proves that Z = X×SpecA.

The right inverse jA is defined by jA,0 = idX and by setting j∗A(f ⊗ 1) = f ,
j∗A(f ⊗ a) = 0 for all a ∈ JA. It is easy to check that this is natural.

The construction immediately shows that Spec(A⊗B) = SpecA×SpecB.
Let X be locally determined. It is straightforward that maximal ideal of

OX,x ⊗A is mX,x ⊗A⊕ R⊗ JA, so indeed OX×SpecA,x = R⊕mX×SpecA,x.
The elements of R⊗JA are nilpotent, so that f /∈ mX×SpecA,x are certainly

invertible. Moreover, JNA = 0 for some N � 0, so that

mm+N
X×SpecA,x = (mX,x ⊗A)m(mX×SpecA,x)N ⊂ mm

X,x ⊗A

It follows easily that X × SpecA is locally determined, since SpecA0 is a
point, and OSpecA0 = R. This proves the lemma. �

Definition 4.45. Let C be a category and X,Y ∈ Ob C. Assume that S×X
exists in C for any S ∈ Ob C. An object Z is called inner hom from X to Y
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and denoted by Hom(X,Y ) if there is a natural isomorphism

Hom(X,Z) = Hom(S,Hom(X,Y )) ∼= Hom(S ×X,Y ) ,

in other words, if Z represents the functor S 7→ Hom(S ×X,Y ). If it exists,
Hom(X,Y ) is unique up to canonical isomorphism.

We will use this concept in a slightly more general context: To define when
an inner hom exists in supermanifolds, we will only require the products
S ×X to exist in the category of super-ringed spaces.

Remark 4.46. This definition mimics the customary identification of maps of
sets f : S ×X → Y and g : S → Maps(X,Y ), given by f(s, x) = g(s)(x).

The inner homs Hom(SpecA,X) will have the structure of a fibre bundle,
so we introduce the relevant terminology.

Definition 4.47. Let p : X → S be a morphism of supermanifolds.
If F is another supermanifold and U an open subspace of S, then a local

trivialisation of p over U with fibre F is an open embedding τ : U × F →M
such that p ◦ τ = jU ◦ p1, i.e., the following diagram commutes:

X

p

��

U × Fτoo

p1
��

S U
jU

oo

where p1 is the first projection. The open subspace X|p−1
0 (U0) of X lying over

U is denoted by X|U ; thus, τ induces an isomorphism U × F → X|U .
The set of local trivialisations of p over U is denoted by τp(U) or τX(U);

similarly, the set of local trivialisations with fibre F is denoted by τFp (U)

or τFX (U). Then τX and τFX are sheaves of sets. (Here, we identify open
subspaces of S with open subsets of S0.)

A subsheaf A of τX resp. τFX such that there exists an open cover U of S
such that A(U) 6= ∅ for all U ∈ U is called an atlas of local trivialisations
resp. of local trivialisations with fibre F . Then p or, by a slur of language,
X, is called

(1). an S-family (of supermanifolds) or a (relative) supermanifold over S,
if p possesses an atlas of local trivialisations, and

(2). a fibre bundle with fibre F , total space X, and base space S, if p
possesses an atlas of local trivialisations with fibre F .

Usually, the morphism p = pX will be understood in the notation, and one
writes X/S for X. We will adopt the same language for arbitrary morphisms
X → S of super-ringed spaces, and call these (relative) super-ringed spaces
over S. A relative morphism X/S → Y/S (of super-ringed spaces over S) is
a morphism f : X → Y such that pY ◦ f = pX . More generally, if X/S, Y/T ,
then given ϕ : S → T , we say that ψ : X → Y is over ϕ if ϕ ◦ pX = pY ◦ ψ.

One obtains a category of super-ringed spaces over S; the categories of
supermanifolds over S, and of fibre bundles with fibre F and base S are
defined as full subcategories.

As usual, there is a patching lemma.
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Proposition 4.48. Let S be a supermanifold, (Ui) an open cover, and Fi
supermanifolds. Consider the trivial families Xi = Ui × Fi over Ui. Assume
there are isomorphisms ϕij : Xj |Uij → Xi|Uij over Uij, such that

ϕij ◦ ϕjk = ϕik ,

where the latter equation is understood over Uijk.
Then there exist a supermanifold X/S with and relative isomorphisms

ϕi : Xi → X|Ui over Ui such that ϕi ◦ϕij = ϕj over Uij; if Fi = F , then X is
a fibre bundle with fibre F . These data are unique up to unique isomorphism,
in fact, for any super-ringed space Y/S and any ψi : Xi → Y |Ui over Ui,
such that ψi ◦ϕij = ψj over Uij, there is a unique morphism ψ : X/S → Y/S
such that ψ ◦ ϕi = ψi over Ui.

Proof. The assertion will follow from Proposition 4.4 as soon as it is clear
that the spaces Xi0 glue to a paracompact Hausdorff space. Therefore, we
drop all the subscripts 0 and work in the category of topological spaces.

Let X be the space obtained by gluing the Xi, and p : X → S the
projection. Since S is paracompact, we may assume that (Ui) is locally finite,
so X has a locally finite open cover by paracompact Hausdorff spaces.

Hence, X is paracompact, and to see that it is Hausdorff, it is sufficient
to separate x, y ∈ X with p(x) 6= p(y) by disjoint open neighbourhoods. But
this is trivial, since S is Hausdorff. �

Let us return to the inner homs. We first treat the linear case.

Lemma 4.49. Let A be a Weil superalgebra A and V = Rp|q as a linear
supermanifold. Let A⊗V be the linear supermanifold whose underlying super-
vector space is the tensor product A⊗ V . Then A⊗ V = Hom(SpecA, V ).

Proof. Applying Theorem 4.22, we compute, for any supermanifold S,

Hom(S,A⊗ V ) = Hom((A⊗ V )∗,Γ(OS)) = (Γ(OS)⊗A⊗ V )0

= Hom(V ∗,Γ(OS)⊗A) = Hom(V ∗,Γ(OS×SpecA))

= Hom(S × SpecA, V ) .

In the last step, observe that Theorem 4.22 applies, in view of Lemma 4.44
and Remark 4.43. �

Next, we pass to superdomains.

Lemma 4.50. Let A be a Weil superalgebra, V = Rp|q as a linear superman-
ifold, and U an open subspace of V . Then U × JA ⊗ V = Hom(SpecA,U).

Proof. This follows by applying Lemma 4.25. �

Construction 4.51. Let A be a Weil superalgebra and ϕ : X → Y a
morphism of supermanifolds such that Hom(SpecA,X) and Hom(SpecA, Y )
exist. We define ϕA : Hom(SpecA,X) → Hom(SpecA, Y ) to be the mor-
phism given on S-points by:

ϕA(s) = ϕ(s) ∈S×SpecA Y .

Here, observe that Hom(SpecA,X)(S) = X(S × SpecA). This construction
is obviously functorial, i.e. if ψ : Y → Z satisfies the assumptions of ϕ, then
(ψ ◦ ϕ)A = ψA ◦ ϕA.



32 A. ALLDRIDGE

Recall the canonical morphisms S
jA //S × SpecA

p1 //S . Composition
with these defines canonical maps

Hom(SpecA,X)(S)→ X(S) and X(S)→ Hom(SpecA,X)

which are natural in S and therefore define morphisms

pA : Hom(SpecA,X)→ X and sA : X → Hom(SpecA,X)

which satisfy pA ◦ sA = id.
The following diagram commutes:

X
sA //

ϕ

��

Hom(SpecA,X)
pA //

ϕA
��

X

ϕ

��
Y

sA // Hom(SpecA, Y )
pA // Y

Indeed, we compute for s ∈S Hom(SpecA,X) = X(S × SpecA),

pA(ϕA(s)) = ϕ(s) ◦ jA = ϕ(s ◦ jA) = ϕ(pA(s)) ,

and similarly for sA. In particular, ϕA is relative morphism over ϕ.

Proposition 4.52. For any Weil superalgebra A and any supermanifold X,
the inner hom Hom(SpecA,X) exists in SMan$R,α. It has the structure of a

fibre bundle over X, with typical fibre JA ⊗ Rp|q, where p|q = dimX. Thus,
if dimA = r|s, then dim Hom(SpecA,X) = pr + qs|ps+ qr.

Proof of Proposition 4.52. Let (Ui) be an open cover of X by open sub-
spaces isomorphic to superdomains. Then Hom(SpecA,Ui) exists and equals

Ui × JA ⊗ Rp|q by Lemma 4.50. Applying Construction 4.51, we obtain
isomorphisms Hom(SpecA,Uj)|Uij → Hom(SpecA,Ui)|Uij over Uij . Then
Proposition 4.48 implies our claim. �

Definition 4.53. Let A be a Weil superalgebra. For any supermanifold,
the fibre bundle pA : Hom(SpecA,X) → X is called the A-Weil bundle of
X and denoted TAX.

The functor TA which maps X 7→ TAX and morphisms ϕ : X → Y to
morphisms TAϕ = ϕA : TAX → TAY over ϕ is called the A-Weil functor .

4.54. Let V be a linear supermanifold. For the underlying super-vector
space, the structure maps of addition V × V → V and multiplication by
scalars R × V → V give even linear maps V ⊗ V → V and R ⊗ V → V .
The transpose of these maps defines elements of Hom(V ∗, (V ⊗ V )∗) and
Hom(V ∗, (R⊗ V )∗), respectively. Since (W ⊗ V )∗ = W ∗ ⊗ V ∗ ⊂ Γ(OW×V )
for W = R or W = V , we obtain morphisms V × V → V and R× V → V .

In particular, for any super-ringed space S, V (S) has the structure of a
R(S)-module. Let U be an open subspace of V . For v ∈S V , we say that
v ∈S U if v = jU (v′) for some v′ ∈S U . Since (being a monomorphism) jU is
injective on S-points, v′ is then unique, and this makes sense.

Lemma 4.55. Let U be an open subspace of V . There exists a largest open
neighbourhood U [1] of U × 0×V in U ×R×V such that for any super-ringed
space S,

u+ εv ∈S U for all (u, ε, v) ∈S U [1] .
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Proof. For any morphism ϕ : X → Y and any open subspace V ⊂ Y ,
let ϕ−1(V ) ⊂ X denote the open subspace correpsonding to the open set
ϕ−1

0 (V0). Then ϕ induces a morphism ϕ : ϕ−1(V )→ V (cf. Lemma 4.25).
In our present situation, consider the morphism ϕ defined on points by

V (S)×R(S)× V (S)→ V (S) : (u, ε, v) 7→ u+ εv. The U [1] = ϕ−1(U). Since
ϕ maps (u, 0, v) to u, this is an open neighbourhood U × 0 × V , and it
obviously contains any other open neighbourhood satisfying the assumption
of the lemma. �

The following may be viewed as a generalised form of Hadamard’s lemma.

Lemma 4.56. Let X be a supermanifold, V a linear supermanifold, and U
an open neighbourhood of 0 in R. For any morphism f : X × U → V such
that f(x, 0) = 0 for all x ∈S X, there is a unique morphism g : X × U → V
such that

f(x, ε) = εg(x, ε) for all (x, ε) ∈S X × U .

Proof. First, we prove the uniqueness. It is convenient to use the topology
on X(S) consisting of all W (S) where W is an open subspace of X. For
any morphism ϕ : X → Y , ϕS : X(S) → Y (S) is continuous. Indeed,
ϕ−1
S (V (S)) = ϕ−1(V )(S). We remark that the topology on X(S) × U(S)

thus introduced coincides with the product topology of X(S) and U(S).
Let g, g′ satisfy the assumption in the assertion. If ε ∈S (U \ 0), then ε

is an invertible element of R(S). Thus, g(x, ε) = g′(x, ε) for all x ∈S X and
ε ∈S (U \ 0). But (U \ 0)(S) is dense in U(S), so X(S)× (U \ 0)(S) is dense
in X(S)×U(S), and by continuity, g and g′ coincide on X(S)×U(S). Since
S was arbitrary, g = g′.

For the existence, in view of Theorem 4.22, by composing with linear
forms on V , we may assume V = R1|1. So, in fact, we are considering
a superfunction f . Moreover, by the uniqueness, we may assume that
X ⊂ Rp|q is a superdomain. Thus, X ×U is an open subspace of Rp+1|q, and
f =

∑
I fIξ

I for some fI ∈ C$(X0 × U0) where fI(x, 0) = 0 for all x ∈ X0.

Thus, one may set g =
∑

I gIξ
I where gI(x, ε) =

∫ 1
0 ∂sfI(x, s)|s=εt dt. �

Definition 4.57. Let U be an open subspace of a linear supermanifold V ,
and W be another linear supermanifold. Let f : U →W be a morphism and
U [1] a neighbourhood as in Lemma 4.55.

By Lemma 4.56, there exists a unique morphism f [1] : U [1] →W such that

f(u+ εv)− f(u) = εf [1](u, ε, v) for all (u, ε, v) ∈S U [1]

and all super-ringed spaces S. (This follows by covering U [1] by open subpaces
of the form Uα × Vα ×Wα where (Uα) is an open cover of U , and Vα, Wα

are open neighbourhoods of 0 in R and V , respectively.)
We let df : U × V →W be the morphism defined by

df(u)v = df(u)(v) = f [1](u, 0, v) for all u ∈S U , v ∈S V .

Inductively, define dnf : U × V n →W by

dn+1f(u)(v1, . . . , vn+1) = d(dnf(·)(v1, . . . , vn))(u, vn+1)

for all u ∈S U , v1, . . . , vn+1 ∈S V .
The morphism dnf is called the nth derivative of f .



34 A. ALLDRIDGE

Proposition 4.58. Let V , W be linear supermanifolds, U ⊂ V an open
subspace, and f : U →W a morphism. The nth derivative dnf is symmetric
n-linear, that is,

dnf(u)(. . . , λv + vj , . . . ) = λdnf(u)(. . . , v, . . . ) + dnf(u)(. . . , vj , . . . ) ,

dnf(u)(. . . , vi, . . . , vj , . . . ) = dnf(u)(. . . , vj , . . . , vi, . . . )

for all u ∈S U , v, vi, vj ∈S V , λ ∈S R, and any super-ringed space S.

Proof. It is sufficient to prove the linearity for the first derivative df . To that
end, note

f(u+ ε(λv + w)) = f(u+ ε(λv + w))− f(u+ εw) + f(u+ εw)

= ελf [1](u+ εw, ελ, v) + εf [1](u, ε, w) + f(u) ,

so

λf [1](u+ εw, ελ, v) + f [1](u, ε, w) = f [1](u, ε, λv + w) ,

from which the assertion follows by setting ε = 0.
We prove the symmetry in the case of the second derivative. The general

case then follows by a trivial induction. There is a unique g such that

εg(u, δ, v1, ε, v2) = f [1](u+ εv2, δ, v1)− f [1](u, δ, v1) ;

in particular, d2f(u)(v1, v2) = g(u, 0, v1, 0, v2).
We compute

δ
(
f [1](u+ εv2, δ, v1)− f [1](u, δ, v1)

)
= f(u+ δv1 + εv2))− f(u+ εv2)− f(u+ δv1) + f(u) ,

so that

εδg(u, δ, v1, ε, v2) = εδ
(
f [1](u+ εv2, δ, v1)− f [1](u, δ, v1)

)
= εδ

(
f [1](u+ δv1, ε, v2)− f [1](u, ε, v2)

)
= εδg(u, ε, v2, δ, v1) ,

and in particular, d2f(u)(v1, v2) = d2f(u)(v2, v1). �

Proposition 4.59. Let V1, V2, W be linear supermanifolds, Uj ⊂ Vj open
subspaces, and f : U1 → U2, g : U2 →W morphisms. Then

d(g ◦ f)(u)v = dg(f(u))df(u)v for all u ∈S U1 , v ∈S V1 .

Proof. We compute

g(f(u+εv)) = g(f(u) +εf [1](u, ε, v)) = εg[1](f(u), ε, f [1](u, ε, v)) +g(f(u)) ,

so (g ◦ f)[1](u, ε, v) = g[1](f(u), ε, f [1](u, ε, v)), which proves the claim. �

Definition 4.60. Let V , W be linear supermanifolds, U ⊂ V an open
subspace and f : U → W a morphism. Define, for n ∈ N, the nth Taylor
polynomial Pnf : U × V →W of f by

Pnf(u, v) =

n∑
j=0

1

j!
dnf(u)(v, . . . , v) for all u ∈S U , v ∈S V .
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Proposition 4.61. Let V , W be linear supermanifolds, U ⊂ V an open
subspace and f : U → W a morphism. There exists a unique morphism
f [n+1] : U [1] →W such that

f(u+ εv)− Pnf(u, εv) = εn+1f [n+1](u, ε, v) for all (u, ε, v) ∈S U [1] .

Proof. First, we prove, by induction on n, that there exist morphisms some
bj : U × V →W , f [n+1] : U [1] →W , such that
(4.2)

f(u+ εv) =

n∑
j=0

εjbj(u, v) + εn+1f [n+1](u, ε, v) for all (u, ε, v) ∈S U [1] .

The claim is clear for n = 0. So, let n > 1 and assume that the claim has
been proved for n− 1. Define bn by bn(u, v) = f [n](u, 0, v). Then

f(u+ εv)−
n∑
j=0

εjbj(u, v) = εn
(
f [n](u, ε, v)− f [n](u, 0, v)

)
.

This proves our first assertion, in view of Lemma 4.56. �

To complete the proof, consider the operator Lp, defined for any morphism
g : V →W inductively by

L1g(x, v) = g(x+ v)− g(x) , Lpg(x, v) = Lp−1g(x+ v, v)− Lp−1g(x, v) .

Then

Lpg(x, v) =

p∑
j=0

(−1)j
(
n

j

)
g(x+ (p− j)v) ,

as is easily proved by induction.
The operators Lp have following property.

Lemma 4.62. We have Lnf(u + ε·)(0, v) = Lnf(u, εv) = εng(u, ε, v) for
some unique morphism g such that g(u, 0, v) = dnf(u)(v, . . . , v).

Proof. First, we notice that Lnf(u + ε·)(0, v) = Lnf(u, εv) by definition.

Next, we introduce operators L̃n inductively by L̃1 = L1 and

L̃n+1h(u, v1, . . . , vn) = L̃nh(u+ vn, v1, . . . , vn−1)− L̃nh(u, v1, . . . , vn) .

In particular, Lnh(u, v) = L̃nh(u, v, . . . , v).
We prove by induction:

L̃nf(u, ε1v1, . . . , εnvn) = ε1 · · · εngn(u, ε1, v1, . . . , εn, vn)

for some morphism gn such that

gn(u, 0, v1, . . . , 0, vn) = dfn(u)(v1, . . . , vn) .

From this, the assertion will follow, since uniqueness is obvious.
The statement is obvious for n = 1. Let is be proven for n− 1. Then

L̃nf(u, ε1v1, . . . ) = L̃n−1(u+ εnvn, ε1, v1, . . . )− L̃n−1(u, ε1, v1, . . . )

= ε1 · · · εn−1

(
gn−1(u+ εnvn, . . . )− gn−1(u, . . . )

)
= ε1 · · · εn · gn(u, ε1, v1, . . . , εn, vn)

for some gn such that

gn(u, ε1, v1, . . . , εn−1, 0, vn) = d
[
gn−1(·, ε1, v1, . . . , εn−1, vn−1)

]
(u)(vn) .
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From this, the statement follows. �

We will also need the following combinatorial identity.

Lemma 4.63. For n > 1 and m > n > k > 0, we have

k∑
j=0

(
n

j

)
(−1)j(m− j)k = δknn! .

Proof. We prove the claim by induction on n. For n = 1, k = 0, we have
m0 − (m− 1)0 = 0, and for k = 1, we have

m1 − (m− 1)1 = 1 .

Assuming the claim for n > 1, m > n > k, let m > n+ 1 > k > 0. Then

n+1∑
j=0

(
n+ 1

j

)
(−1)j(m− j)k

=
n∑
j=0

(
n

j

)
(−1)j(m− j)k −

n∑
j=0

(
n

j

)
(−1)j(m− 1− j)k = (∗) .

Now,

(m− j)k − (m− 1− j)k =
k−1∑
i=0

(
k

i

)
(m− 1− j)i ,

so

(∗) =
k−1∑
i=0

(
k

i

) n∑
j=0

(
n

j

)
(−1)j(m− 1− j)i

=
k−1∑
i=0

(
k

i

)
δinn! =

(
k

k − 1

)
δk−1,nn! = δk,n+1(n+ 1)! .

This proves the claim. �

Proof of Proposition 4.61 (continued). Fix n and any representation of the
form (4.2). We now prove by induction on ` 6 n that

bj(u, v) =
1

j!
djf(u)(v, . . . , v) for all j 6 ` .

The case of ` = 0 is easy deduced by setting ε = 0. So let ` > 0, and
assume the assertion has been proved for `− 1. If g is homogeneous of degree
k 6 `, i.e. g(qx) = qkg(x) for all q ∈ N, then

L`g(mv, v) =
∑̀
j=0

(
`

j

)
(−1)j(n+m− j)kg(v) = δk``! · g(v) ,

by Lemma 4.63. Hence, we have

L`f(u+ ε·)(0, v) = ε`L`b`(u, ·)(0, v) + ε`+1g(u, ε, v)

where

g(u, ε, v) =

n∑
j=`+1

εj−`−1L`bj(u, ·)(0, v) + εn+1Ln+1f
[n+1](u, ε, ·)(0, v) .
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From Lemma 4.62, we conclude that

L`b`(u, ·)(0, v) = d`f(u)(v, . . . , v) .

In particular,
. . .
b`(u, ·) is homogeneous of degree `, so that L`b`(u, v) = `! · b`(u, v) by the

above. This proves the proposition. �

Proposition 4.64. Let V1, . . . , Vn and W be linear supermanifolds. Any
even n-linear map A : V1 × Vn → W of the underlying super vector spaces
gives rise to a unique morphism ϕA : V1 × Vn → W such that ϕ∗A(µ) =
µ ◦A ∈ V ∗1 ⊗ · · · ⊗ V ∗n ⊂ Γ(OV1×···×Vn).

On S-points, ϕA is given as follows: Given (v1, . . . , vn) ∈S
∏n
j=1 Vj, we

have vj ∈ (Γ(OS)⊗Vj)0, so vj =
∑

i sji⊗wji for some sji ∈ Γ(OS), wji ∈ Vj.
Then

(4.3) ϕA(v1, . . . , vn)=
∑
i1,...,in

(−1)
∑
k>`|wkik ||w`i` | s1i1 · · · sninA(w1i1 , . . . , wnin)

Proof. The first statement is obvious, so we need to prove (4.3). We treat
the linear case, the general case then being an exercise in sign bookkeeping.

Thus, n = 1, and V = V1. By the first part, we may assume W = R1|1, so
that we are dealing with superfunctions, and A ∈ V ∗, ϕA = A. Let ϕ ∈ Γ(OV )
be defined on points s =

∑
i si ⊗ wi ∈S V by ϕ(s) =

∑
i siA(wi). But this

is just s∗(A) = ϕA(s), as one sees by running through the isomorphism
Hom(V ∗,Γ(OS)) = (Γ(OS)⊗ V )0. Hence, ϕ = ϕA. �

Proposition 4.65. Let X be a supermanifold and V1, . . . , Vn, W be linear
supermanifolds. There is a natural bijection between the set of morphisms
ϕ : X × V1 × · · · × Vn →W such that

(4.4) ϕ(x, v1, . . . , λvj+w, . . . ) = λϕ(x, v1, . . . , vj , . . . )+ϕ(x, v1, . . . , w, . . . )

for all x ∈S X, λ ∈S Rα, (v1, . . . , vn) ∈S V1 × · · · × Vn, wj ∈S Vj, all
j = 1, . . . , n, and the set

Hom
(
W ∗,Γ(OX)⊗

⊗n
j=1 V

∗
j

)
α

= (Γ(OX)⊗Hom(V1 ⊗ · · · ⊗ Vn,W ))0,α .

This set is also equal to Hom(X,Hom(V1 ⊗ · · · ⊗ Vn,W )) where the super-
vector space Hom(V1 ⊗ · · · ⊗ Vn,W ) is considered as a linear supermanifold.

Proof. In view of Theorem 4.22, Hom(W ∗,Γ(OX×V1×···Vn))α is the same
as the morphisms X × V1 × · · ·Vn → W , so what we need to prove is that
Equation (4.4) singles out the linear maps with values in Γ(OX)⊗V ∗1 ⊗· · ·⊗V ∗n .
That the elements of the latter set satisfy the equation is straightforward.

Conversely, again by Theorem 4.22, we may assume W = R1|1, so that
the statement is about superfunctions. Since the Vj are finite-dimensional,
it is easy to see that the statement is local. Thus, we assume that X is a
superdomain in with coordinates (x, ξ). We consider the case of n = 1, the
general case being then an exercise in notation.

Thus V = V1, and we consider on this space coordinates (y, η). Let
ϕ ∈ Γ(OX×V ) satisfy Equation (4.4). We may write ϕ =

∑
IJ fIJξ

IηJ
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where fIJ ∈ C$(X0 × V0,α). We let fJ =
∑

I fIJξ
I and consider this as a

Γ(OX)-valued function on V0,α. The assumption on ϕ implies

fJ(v) = |λ||J |−1fJ(λv) for all λ 6= 0 , v ∈ V0 .

Thus, fJ = 0 unless |J | 6= 0, 1. Moreover, f∅ is linear, so fJ ∈ Γ(OX)⊗V ∗,
and fJ is constant for |J | = 1, so fJ ∈ Γ(OX) in this case. But then we have
ϕ = f∅ +

∑
i fiηi ∈ Γ(OX)⊗ V ∗, as claimed. �

Corollary 4.66. In the situation of Proposition 4.65, assume given a mor-
phism ϕ : X ×

∏n
j=1 Vj →W satisfying Equation (4.4).

If A is any finite-dimensional Rα-superalgebra, then ϕ has a canonical
A-multilinear extension idA⊗ϕ : X ×

∏n
j=1(A⊗ Vj)→ A⊗W .

Theorem 4.67. Let Uj ⊂ Vj, j = 1, 2, be open subspaces of linear super-
manifolds, A a Weil superalgebra, and ϕ : U1 → U2 a morphism. Then

TAϕ : TAU1 = U1 × JA ⊗ V1 → TAU2 = U2 × JA ⊗ V2

is given on S-points by

TAϕ(u, v) =
∞∑
k=0

1

k!
dkϕ(u)(v, . . . , v) for all (u, v) ∈S U1 × JA ⊗ V1

where the summands on the right hand side are defined by A-linear extension,
v. Corollary 4.66.

Example 4.68. Let Dk = R[ε]/(εk+1) where the indeterminate ε is even.

Then in the setup of Theorem 4.67, TAU1 = U1 ×
∏k
j=1 ε

jV1, and

TAϕ(u, v) = ϕ(u) + ε · dϕ(u)(v) + · · ·+ εk

k!
· dϕ(u)(v, . . . , v)

is the formal Taylor polynomial of ϕ, of order k. One is tempted to identify
this with P kϕ, v. Definition 4.60.

The example motivates the following definition.

Definition 4.69. Let D = D1, the ring of dual numbers . For any superman-
ifold X, let TX = TDX, and call this the tangent bundle of X. Furthermore,
let JkX = TDkX, and call this the k-th jet bundle of X. For Dk = D⊗· · ·⊗D,
let T kX = TDkX. This is called the k-th tangent bundle of X.

If ϕ : X → Y is a morphism of supermanifolds, TAϕ is called, for A = D,
Dk, and Dk, respectively, the tangent morphism, the k-th jet morphism, and
the k-th tangent morphism of ϕ.

Example 4.70. Another basic example of a Weil superalgebra is given by
A =

∧
(R0|s)∗. In this case, SpecA = R0|s is a supermanifold. One has

TAU = U × Rqs|ps .
In particular, for s = 1, we have TAU = U × Rq|p, so the bundle TAX is

derived from TX just by changing the parity of the linear fibre. It is called
the odd tangent bundle in the literature, and denoted by ΠTX.

For an ordinary manifold X (viz. q = 0), the supermanifold ΠTX has
the structure sheaf Ω•X ⊗ R of R-valued differential forms on X. For this
reason, the superfunctions on ΠTX are a generalisation of differential forms
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to supermanifolds. They are called pseudodifferential forms. We will discuss
them at length below.

Proposition 4.71. Let A be a Weil superalgebra. The Weil functor TA
enjoys the following properties:

(1). TA commutes with finite products: in particular, TAG is a Lie super-
group for any Lie supergroup G;

(2). if U is an open subspace of X, then TAU is an open subspace of TAX;

(3). if B is another Weil superalgebra, then TA⊗BX = TA(TBX), where
the isomorphism is natural; in particular, TA ◦ TB ∼= TB ◦ TA.

Proof. (1). The statement about supergroups follows from the statement
about products. By definition, in the case of binary products, this may be
checked locally, where it is obvious. For the empty product, we have

Hom(S, TA(∗)) = Hom(S × SpecA, ∗) = ∗ ,
so TA(∗) = ∗.

(2). This is clear by construction.
(3). We observe Spec(A⊗B) = SpecA× SpecB, so

Hom(S, TA⊗BX) = Hom(S × SpecA× SpecB,X)

= Hom(S × SpecA, TBX) = Hom(S, TA(TBX))

for any supermanifold S. �

Corollary 4.72. Any natural transformation TA → TB (with A, B Weil
superalgebras) is uniquely determined by its value at X = R.

Proof. Indeed, let σ, τ : TA → TB be natural. We first show that they are
determined by their values on R1|1. So, assume that σR1|1 = τR1|1 .

Since TA and TB commute with finite products, the naturality of σ and
τ gives σX = τX for X = R1|0 and X = R0|1, and then for X = Rp|q
where p and q are arbitrary. By item (2) of Proposition 4.71, this equality

extends to the case of an open subspace X of Rp|q, and thus, to an arbitrary
supermanifold, in view of Proposition 4.4.

This proves the claim under the assumption of σX = τX for X = R1|1.
Naturality and item (3) of Proposition 4.71 show that TCτX = τTCX for any

Weil superalgebra C. However, for C =
∧
R0|1, we have TCR1|0 = R1|1, by

Lemma 4.49. Then τR1|1 = TCτR1|0 , and this finally proves the assertion. �

A nice property of Weil functors is their behaviour under ‘base change’.

Construction 4.73. Let f : A → B is an (even and unital) algebra
morphism of Weil superalgebras. It induces a morphism of ringed spaces
SpecB → SpecA, given by (id∗, f). Denote this morphism by f∗.

Let X be a supermanifold. We define Tf,X : TAX → TBX on S-points by

Tf,X(s) = s ◦ (idS ×f∗) for all s ∈ (TAX)(S) = X(S × SpecA) .

Proposition 4.74. Let f : A → B and g : B → C be morphisms of Weil
superalgebras.

(1). The collection (Tf,X), for all supermanifolds X, defines a natural
transformation Tf : TA → TB, and Tg◦f = Tg ◦ Tf .
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(2). If f is surjective, then Tf,X : TAX → TBX is a fibre bundle with fibre
Tker fX, for any supermanifold X of pure dimension. If f is injective, then
Tf,X is locally isomorphic (idTAX , scoker f ◦ pA) : TAX → TAX × Tcoker fX.

(3). The map f 7→ Tf is an isomorphism Hom(A,B) → Hom(TA, TB).
Here, we consider TA, TB as functors with values in supermanifolds, and do
not a priori assume that natural transformations consist of bundle morphisms.

Proof. (1). Let ϕ : X → Y be a morphism of supermanifolds. Then

(Tf,Y ◦ TAϕ)(s) = Tf,Y (ϕ(s)) = ϕ(s) ◦ (idS ×f∗)
= ϕ(s ◦ (idS ×f∗)) = TBϕ(s ◦ (idS ×f∗)) = (TBϕ ◦ Tf,X)(s)

for all s ∈ TAX(S) = X(S × SpecA). Hence, Tf is a natural transformation.
Next, compute

(Tg,X ◦ Tf,X)(s) = Tg,X(s ◦ (idS ×f∗)) = s ◦ (idS ×f∗) ◦ (idS ×g∗)
= s ◦ (idS ×(g ◦ f)∗) = Tg◦f,X(s)

for all s ∈ (TAX)(S) = X(S × SpecA).
(2). Both statements are local. Let X = U be an open subspace of

V = Rp|q. Then Tf,U : U × JA ⊗ V → U × JB ⊗ V is given by

Tf,U
(
u,
∑

i ai ⊗ vi
)

=
(
u,
∑

i f(ai)vi
)

for all u ∈S U , ai ∈S JA, vi ∈S V .
If f is surjective, let W be a graded vector space complement of ker f .

Under the isomorphisms B×ker f →W ×ker f → V , the map f corresponds
to p1 : W × ker f → B.

If f is injective, let W be a graded vector space complement of f(A). Under
the isomorphisms A× coker f → f(A)×W → B, the map f corresponds to
(id, 0) : A→ A× coker f .

(3). We observe that TA(R) = A as a linear supermanifold. The structure
maps +, · : R × R → R give rise to TA(+), TA(·). By the computation in
(2), these are the same as the addition and multiplication of A. Hence, any
natural transformation TA → TB gives rise to an even linear map which
commutes with ·. Naturality, applied to the embedding ηA : R→ A, gives
the unitality. But in view of Corollary 4.72, this proves our claim. �

4.5. The local structure of morphisms.

4.75. Derivatives can be given an expression in terms of coordinates; this
approach is common in the literature.

Let U be a superdomain in Rp|q, with coordinates (x, ξ) given by a basis

of (Rp|q)∗. Assume given a morphism ϕ : U → V , where V is some linear
supermanifold. By Proposition 4.65, one may view dϕ as an element of(

Γ(OU )⊗Hom(Rp|q, V )
)

0
= HomΓ(OU )(Γ(OU )⊗ Rp|q,Γ(OU )⊗ V ) .

Thus, if x∗i , ξ
∗
j are the dual basis of Rp|q, given by

xi(x
∗
j ) = δij , ξi(x

∗
j ) = 0 , xi(ξ

∗
j ) = 0 , ξi(ξ

∗
j ) = δij ,

then we may define( ∂

∂xi
ϕ
)

= dϕ(1⊗ x∗i ) and
( ∂

∂ξi
ϕ
)

(u) = dϕ(1⊗ ξ∗i ) .
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Since (Γ(OU )⊗V )0 = V (U), this determines morphisms ∂
∂xi
ϕ, ∂

∂ξi
ϕ : U → V .

If V is endowed with the linear coordinate system (y, η), then the matrix

representation of dϕ in the corresponding bases has the entries ∂ϕ∗(yi)
∂xj

, ∂ϕ
∗(yi)
∂ξj

,
∂ϕ∗(ηi)
∂xj

and ∂ϕ∗(ηi)
∂ξj

. This follows from the chain rule. In shorthand, one writes

dϕ =

(
∂ϕ∗(y)
∂x

∂ϕ∗(y)
∂ξ

∂ϕ∗(η)
∂x

∂ϕ∗(η)
∂ξ

)
.

This is called the Jacobian matrix of ϕ in the coordinates (x, ξ) and (y, η).

For V = R1|1, the partial derivatives of superfunctions on U are again
superfunctions. An easy computation using the chain rule shows that ∂

∂xi

are even derivations, whereas ∂
∂ξi

are odd derivations.

In terms of the partial derivatives, we may express dϕ as

dϕ =
∑
i

∂ϕ

∂xi
⊗ xi −

∑
i

(−1)|ϕ|
∂ϕ

∂ξi
⊗ ξi .

Moreover,

∂xi
∂xj

= δij ,
∂ξi
∂ξj

= 0 ,
∂xi
∂ξj

= 0 ,
∂ξi
∂ξj

= δij .

Definition 4.76. A morphism ϕ : X → Y is called a local isomorphism
if there exist open covers (Ui), (Vi) of X and Y , respectively, such that ϕ
induces isomorphisms Ui → Vi.

We have following version of the Inverse Function Theorem for superdo-
mains.

Proposition 4.77. Let ϕ : X → Y be a morphism of superdomains X ⊂ Rp|q,
Y ⊂ Rr|s. The following are equivalent:

(1). ϕ0(X0) is open and ϕ : X → ϕ(X) is a local isomorphism,

(2). for any x ∈ X0, the germ of dϕ ∈ Γ(OX) ⊗ Hom(Rp|q,Rr|s) at x is
invertible, and

(3). for any x ∈ X0, the value of dϕ at x is invertible.

Proof. It is clear that (1) ⇒ (2), from Proposition 4.59. Trivially, (2) ⇒ (3).
Thus, assume (3). Then p|q = r|s. Let (y, η) and (x, ξ) be coordinate

systems on Y and X, respectively. Let Jo denote the germ at o ∈ X0 of the
Jacobian matrix (

∂ϕ∗(y)
∂x

∂ϕ∗(y)
∂ξ

∂ϕ∗(η)
∂x

∂ϕ∗(η)
∂ξ

)
.

Then

j∗0(Jo) =

j∗0(∂ϕ∗(y)
∂x

)
0

0 j∗0

(
∂ϕ∗(η)
∂ξ

)
is invertible by assumption. In particular, j∗0

(
∂ϕ∗(y)
∂x

)
= ∂ϕ0(y0)

∂x0
is invertible.

Hence, the classical inverse function theorem applies: possibly replacing X
and Y by open subspaces, ϕ0 : X0 → Y0 is an isomorphism. Hence, we may
assume that X = Y and ϕ0 = id.
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Possibly shrinking X further, we may assume that the q × q matrix

A = j∗0

(
∂ϕ∗(η)
∂ξ

)
with entries in C$(X0) is invertible. Let ζ = Aξ. There is a

unique algebra automorphism of OX which is the identity on C$X0
and which

maps ξi to ζi. Hence, we may assume that

ϕ∗(yi) ≡ xi (mod N) and ϕ∗(ηi) ≡ ξi (mod N2)

where N = Γ(NX).
Define ψk : X → X by requiring ψ∗0(xi) = yi, ψ

∗
0(ξi) = ηi, and setting

ψk = (id, ψ∗k) for k > 1, where

ψ∗k(f) = ψ∗0(f − ϕ∗ψ∗k−1(f)) + ψ∗k−1(f) .

Let ∆k(f) = ϕ∗ψ∗k(f)− f . Then

∆k+1(f) = ϕ∗ψ∗k+1(f)− f = −ϕ∗ψ∗0(∆k(f)) +ϕ∗ψ∗k(f)− f = −∆0(∆k(f)) .

By assumption, ∆0(OX) ⊂ NX , so ∆k(OX) ⊂ N k+1
X . In particular,

ψ∗kϕ
∗ = idOX for k > q. Thus, ϕ has a left inverse ψ = ψq. Applying

Proposition 4.59, we see that the assumption of (3) applies to ψ. By what we
have proved, ψ possesses a left inverse φ, possibly after shrinking X. Then
φ = φψϕ = ϕ on X, and this proves the assertion. �

To globalise the Inverse Function Theorem, we introduce the cotangent
sheaf of a supermanifold.

Construction 4.78. Let X be a supermanifold and ϕi : Ui → X open
embeddings such that the open subspaces Viϕi(Ui) cover X. For any index i,

we have TUi = Ui ×Rpi|qi , and we are given the bundle projection π on TX.
Define subsheaves T ∗i ⊂ π0,∗OTVi on Vi as follows: Let T ∗i (π−1

0 (U)) consist

of those f : TVi|U → R1|1 such that g = (Tϕi)
∗(f) satisfies

g(u, λv + w) = λg(u, v) + g(u,w) for all u ∈S U , λ ∈S R , v, w ∈S Rpi|qi .

In other words, g ∈ OUi(ϕ
−1
i,0 (U))⊗ (Rpi|qi)∗, by Proposition 4.65.

Consider the identity sheaf morphism π0,∗OTVj |Vij → π0,∗OTVi|Vij . We

claim that it restricts to a sheaf morphism ψij : T ∗j |Vij → T ∗i |Vij . Indeed, let

f ∈ T ∗i (U) where U ⊂ Vij,0 is open. Let gi = (Tϕi)
∗f and gj = (Tϕj)

∗f .
Then by Theorem 4.67,

gi(u, v) = (Tϕi)
∗f(u, v) = (T (ϕ−1

j ◦ ϕi))
∗(Tϕj)

∗f(u, v)

= gj
(
ϕ−1
j (ϕi(u)), d(ϕ−1

j ◦ ϕi)(u)v
)
.

The claim follows from Proposition 4.58.
By construction, we have ψik ◦ ψkj ◦ ψji = id on Vijk. Thus, by Proposi-

tion 3.18, there exists an up to canonical isomorphism unique OX -module
sheaf T ∗X on X0 such that T ∗X |Vi ∼= Ti; it is called the cotangent sheaf of X.
By construction, this module sheaf is locally free of local rank dimxX at x.

By the above considerations, any morphism ϕ : X → Y gives rise to a
sheaf morphism (Tϕ)∗ : T ∗Y → ϕ0∗T ∗X .

Definition 4.79. Let X be a supermanifold. Denote by TX the sheaf
Der(OX) of graded derivations, that is

TX(U) =
{
δ ∈ Hom(OX |U ,OX |U)

∣∣ δ(f · g) = δ(f) · g + (−1)|f ||δ|f · δ(g)
}
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The sheaf TX is a left OX -module. We call it the tangent sheaf of X.
For any morphism ϕ : X → Y , there is a morphism of OX -module sheaves

T ϕ : TX → ϕ∗TY = OX ⊗ϕ−1
0 OX

ϕ−1
0 TY ,

given by

T ϕ(δ)(f) = δ(ϕ∗(f)) for all δ ∈ TX(U) , f ∈ OY (V ) , ϕ0(U) ⊂ V .

Proposition 4.80. For any supermanifold X, we have a natural isomorphism
φ : HomOX (T ∗X ,OX)→ TX of OX-moduless. Explicity, the naturality means

φ(h ◦ (Tϕ)∗) = T ϕ(φ(h)) for all ϕ : X → Y .

In particular, the OX-module TX is locally free of local rank dimxX.

Lemma 4.81. Let U be a superdomain with linear coordinate system (ei).
For any δ ∈ Γ(TU ) and f ∈ Γ(OU ) , we have

δ(f) =
∑
i

δ(ei)
∂

∂ei
.

Proof. W.l.o.g., δ is homogeneous. Then, set δ′(f) = δ(f)−
∑

i δ(ei)
∂f
∂ei

. In

view of Proposition 4.11, we need to prove that δ′(f)x ∈ mq+1
x for all x ∈ U0.

We have δ′(1) = 0 and δ′(ei) = 0, so δ′(f) = δ(f − p) for any polynomial p

in ei. Fix x ∈ U0. By Corollary 4.17, there exists p such that (f−p)x ∈ mq+1
x .

By Proposition 4.16, mx is generated by ui = ei − ei(x). Now,

δ′(ui · g) = δ(ui)
′ · g + (−1)|ui||δ

′|ui · δ′(g) = (−1)|ui||δ
′|ui · δ′(g) .

It follows that δ′x(mx) ⊂ mx and hence, that δ′x(mq+1
x ) ⊂ mq+1

x . This proves
the assertion. �

Proof of Proposition 4.80. Let U be an open subspace of V = Rp|q. Recall
TU = OU ⊗ V ∗. In view of Proposition 4.65, we may define φ = φU :
HomOU (T ∗U ,OU )→ TU by

φ(h)(f) = h(df) for all h ∈ HomOU (T ∗U ,OU )(W ) , f ∈ OU (W ) .

This clearly defines superderivations of the correct degree.
To see that this defines a natural morphism of sheaves, it suffices to check

this fact for superdomains, by Proposition 3.18 and Proposition 4.4. Thus,
let ϕ : U → U ′ be a morphism of superdomains. Then

φU ′(h ◦ (Tϕ∗))(f) = h((Tϕ)∗df) = h(df(ϕ(u))(dϕ(u)v))

= h(d(f ◦ ϕ)) = φU (h)(ϕ∗f) = (T ϕ)(φU (h))(f)

for u = idU ∈U U , v = idV ∈V V the generic points. Here, we have used
Proposition 4.59 and Theorem 4.67. This shows the naturality.

To see that φ is an isomorphism, it is sufficient to do this the case of a
superdomain. Given a superderivation δ, define h = ψ(δ) by

h
(∑

i

fi ⊗ µi
)

=
∑
i

(−1)|fi||δ|fiδ(µi) .

It is straightforward to check that this defines an OU -linear map.
For any µ ∈ V ∗, we have dµ = 1⊗ µ. Hence,

ψ(φ(h))(f ⊗ µ) = (−1)|f ||h|fφ(h)(µ) = (−1)|f ||h|f · h(1⊗ µ) = h(f ⊗ µ) ,
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so ψ ◦ φ = id and φ is injective.
Conversely,

φ(ψ(δ))(f) = ψ(δ)(df) =
∑
i

(−1)(|ei|+|f |)(|δ|+|ei|) ∂f

∂ei
δ(ei)

=
∑
i

δ(ei)
∂f

∂ei
= δ(f) ,

so that φ ◦ ψ = id, and the assertion is proven. �

Corollary 4.82. Let X be a supermanifold and x ∈ X0. We have

TX,x ∼= Der(OX,x,R) ∼= Hom(mX,x/m
2
X,x,R) and T ∗X,x ∼= mx/m

2
x .

If ϕ : X → Y is a morphism, then the sheaf map T ϕ induces an even linear
map Txϕ = (T ϕ)x : TX,x → TY,ϕ0(x).

Definition 4.83. The super-vector space TxX = TX,x is called the tangent
space of X at x. The map Txϕ : TxX → Tϕ0(x)Y is called the tangent map
of ϕ at x.

A morphism ϕ : X → Y is called a submersion if Txϕ is surjective for all
x ∈ X0. It is called a surjective submersion if in addition, ϕ0 is surjective.
Furthermore, ϕ is called an immersion if Txϕ is surjective for all x ∈ X0. It
is called an injective immersion if in addition, ϕ0 is injective. An injective
immersion is called an embedding if ϕ0 : X0 → Y0 is a topological embedding,
that is, its corestriction X0 → ϕ0(X0) is a homeomorphism if ϕ0(X0) is
endowed with the relative topology of Y0.

Theorem 4.84. Let ϕ : X → Y be a morphism of supermanifolds which is
at the same time an immersion and a submersion. Then ϕ0(X0) is open, so
that ϕ(X) exists, and ϕ : X → ϕ(X) is a local isomorphism.

Proof. The problem is local, and the statement will therefore follow once we
are able to express Txϕ in terms of the Jacobian.

Thus, we may assume that X ⊂ V and Y ⊂ W are open subspaces of
linear supermanifolds. Let x ∈ X0. We have, for all δ ∈ TxX, f ∈ OY,ϕ0(x),

Txϕ(δ)(f) = δ
(
ϕ∗(f)

)
x
.

In particular, if (ei) is a coordinate system on V , and (fi) is a coordinate
system on W , then

Txϕ
( ∂

∂ei

)
(fi) =

∂ϕ∗(fi)

∂ei
,

so in view of 4.75, the matrix expression of the germ of dϕ at x corresponds
to the linear map Txϕ. �

Corollary 4.85. Let ϕ : X → Y be a morphism of supermanifolds such that
ϕ0 : X0 → Y0 is bijective and ϕ is an immersion and a submersion.

Proof. By Theorem 4.84, ϕ : X → Y is a local isomorphism. In particular,
ϕ∗x : OY,ϕ0(x) → OX,x is an isomorphism for each x ∈ X0, and ϕ0 : X0 → Y0

is a homeomorphism. In view of Corollary 3.9, ϕ∗ : OY → ϕ0,∗OX is an
isomorphism of sheaves on Y0 = ϕ0(X0). Hence the assertion. �
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Proposition 4.86. Let ϕ : X → Y be a morphism and x ∈ X0 such that
Txϕ : TxX → TyY is surjective, where y = ϕ0(x). Then there exists an open
neighbourhood U ⊂ Y of y and a supermanifold Zsuch that ϕ : X|U → U is
isomorphic as a relative supermanifold to p1 : U × Z → U .

Proof. The problem is local, so that we may assume that X and Y are
superdomains and ϕ is a submersion.

Choose linear coordinate systems (ei) of X and (fi) of Y such that(∂ϕ∗(fi)
∂ej

)
16i,j6p+q is invertible, where p|q = dimY . Passing to an open

subspace, we may assume X = Y ′ × Z for some superdomains, and so the
morphism (ϕ, p2) : X → Y × Z is defined.

It satisfies the assumption of Theorem 4.84, so that passing to subdomains,
we have an inverse ψ. Then p1 = ϕ ◦ ψ, by construction. �

Proposition 4.87. Let ϕ : X → Y be a morphism and x ∈ X0 such
that Txϕ : TxX → TyY is injective, where y = ϕ0(x). Then there exist
open neighbourhoods U ⊂ X of x, V ⊂ Y of y such that ϕ−1(V ) ⊃ U , a
supermanifold Z, and a point z ∈ Z0, such that ϕ : U → V is isomorphic to
(id, z) : U → U × Z.

Proof. Again, we may assume that X and Y are superdomains and ϕ is an
immersion. Choose linear coordinate systems (ei) of X and (fi) of Y such

that
(∂ϕ∗(fi)

∂ej

)
16i,j6p+q is invertible, where p|q = dimX.

Let m|n = dimY , and let Z ⊂ Rm−p|n−q be a neighbourhood of 0, with
linear coordinates ei, p + q < i 6 m + n, of parity |ei| = |fi|. Define
ψ : X × Z → Y by

ψ∗(fi) =

{
p∗1ϕ

∗(fi) i 6 p+ q ,

p∗1ϕ
∗(fi) + p∗2(ei) i > p+ q .

Then the Jacobian matrix of ψ takes the form((∂ϕ∗(fk)
∂e`

)
16k,`6p+q 0

∗ 1

)
,

so that ψ satisfies the assumptions of Theorem 4.84, and possesses a local
inverse. Let φ = ψ−1 ◦ ϕ. Observe that φ∗(p∗1(fi)) = ϕ∗(fi) for i 6 p+ q, so
that p1 ◦ φ = id. It follows that for i > p+ q, one has

φ∗(p∗2(ei)) = −φ∗(p∗1ϕ∗(fi)) + φ∗(p1 ∗ (ϕ∗(fi)) + p∗2(ei))

= −ϕ∗(fi) + ϕ∗(fi) = 0 .

Hence, φ = (id, 0) : X → X × Z. �

Proposition 4.88. Let ϕ : X → Y be a morphism such that ϕ0(X0) is
locally closed in Y0, and x ∈ X0 such that Txϕ : TxX → TyY is injective,
where y = ϕ0(x). Then there an exists open neighbourhood V ⊂ Y of y,
a supermanifold Z, and a point z ∈ Z0, such that ϕ : ϕ−1(V ) → V is
isomorphic to id× z : ϕ−1(V )→ ϕ−1(V )× Z.

Proof. The set ϕ0(X0) is closed in an open neighbourhood, so we may assume
that it is closed. If y′ /∈ ϕ0(X0), then there is an open neighbourhood W of
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y′ such that ϕ−1
0 (W ) = ∅. Hence, in the situation of Proposition 4.87, we

may construct V such that U = ϕ−1(V ). �

Corollary 4.89. An injective immersion ϕ : X → Y is an embedding if and
only if ϕ0(X0) is locally closed.

Proof. If ϕ is an embedding, then by assumption, ϕ0(X0) is locally compact,
hence locally closed. Conversely, Proposition 4.88 shows that ϕ0 possesses
local continuous inverses on ϕ0(X0), endowed with the relative topology.
Since ϕ0 is injective, it is a homeomorphism. �

Corollary 4.90. Let ϕ : X → Y be an embedding and f ∈ ϕ0∗OX(U), where
U ⊂ Y0 is open. For each y ∈ U ∩ ϕ0(X0), there exists a neighbourhood
V ⊂ U of y and h ∈ OY (V ) such that ϕ∗(h) = f |V .

Proof. In view of Proposition 4.88 and Corollary 4.89, we may assume that
ϕ = (id, 0) : X → X × Z = Y where X, Y , Z are open neighbourhoods
of 0, and that y = (0, 0). Given f , define h on generalised points by
h(x, z) = f(x). �

Definition 4.91. Let X be a supermanifold and Y0 ⊂ X0 a subspace. A
subspace of X on Y0 is a super-ringed space Y = (Y0,OY ), together with a
morphism jY = (jY,0, j

∗
Y ) : Y → X where jY,0 : Y0 → X0 is the inclusion and

j∗Y : j−1
Y,0OX → OY is an epimorphism. If, moreover, Y is a supermanifold,

then it is called a subsupermanifold .
Any subspace Y comes with a canonical ideal sheaf IY . It is the subsheaf

of j−1
Y,0OX defined as the kernel of j∗Y . The data of Y0 and IY determine Y

uniquely up to isomorphism. Therefore, IY is called the defining ideal of Y .

Proposition 4.92. Let ϕ : X → Y be an injective immersion. The set
ϕ0(X0) carries a unique structure of supermanifold, denoted ϕ(X), such
that ϕ factors into an isomorphism X → ϕ(X) and an injective immersion
ϕ(X)→ Y . The supermanifold ϕ(X) is a subsupermanifold of Y if and only
if ϕ is an embedding, if and only if ϕ0(X0) is locally closed. In this case, the
defining ideal is Iϕ(X) = ker(ϕ∗ : OY → ϕ0∗OX).

Proof. Equip ϕ0(X0) with the final topology with respect to ϕ0. Then ϕ0

induces a homeomorphism ϕ̃0 : X0 → ϕ0(X0). Defining Oϕ(X) = ϕ̃0∗OX ,
we obtain a super-ringed space ϕ(X). There manifestly is an isomorphism
ϕ̃ : X → ϕ(X), so the latter is indeed a supermanifold. Moreover, ϕ ◦ ϕ̃−1

is an injective immersion ϕ(X)→ Y . The uniqueness of the supermanifold
structure (up to isomorphism) is trivial.

Let jϕ0(X0),0 : ϕ0(X0) → Y0 be the inclusion. By definition, ϕ(X) is a
subsupermanifold if and only if ϕ0(X0) carries the relative topology of Y0,
and ϕ∗ induces an epimorphism

OY → jϕ0(X0),0∗Oϕ(X) = ϕ0∗OX .

In consequence of Corollary 4.89, the condition on the topology of ϕ0(X0)
is satisfied if and only if ϕ is an embedding, if and only if ϕ0(X0) is locally
closed. Moreover, if ϕ is an embedding, then Corollary 4.90 and Corollary 3.9
imply that ϕ∗ indeed induces an epimorphism of sheaves. �
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Definition 4.93. If ϕ : X → Z and ψ : Y → Z are morphisms, then a
supermanifold W is called the fibre product of ϕ and ψ, and denoted X×Z Y ,
if it is the product of ϕ and ψ in the category of morphisms V → Z. That
is, on the level of S-points,

(X ×Z Y )(S) =
{

(x, y) ∈ X(S)× Y (S)
∣∣ ϕ(x) = ψ(y)

}
.

This determines X×Z Y uniquely up to isomorphism (by the Yoneda lemma).

Proposition 4.94. Let X,Y, Z be supermanifold, ϕ : X → Z be a surjective
submersion and ψ : Y → Z any morphism. Then X ×Z Y exists, is a closed
subsupermanifold of X×Y , and p2 : X×Z Y → Y is a surjective submersion.
Its dimension is

dim(x,y)(X ×Z Y ) = dimxX − dimϕ0(x) Z + dimy Y .

The defining ideal IX×ZY of X ×Z Y as a subspace of X × Y is the image
under (ϕ× ψ)∗ of I∆Z

, the defining ideal of the diagonal ∆Z ⊂ Z × Z.
In particular, if ψ = jY : Y → Z is the inclusion of an (open/closed)

subsupermanifold, then the subspace ϕ−1(Y ) = X ×Z Y is an (open/closed)
subsupermanifold of X, of codimension

codimX,x ϕ
−1(Y ) = codimZ,ϕ0(x) Y .

Proof. To show that X ×Z Y exists and that the projection X ×Z Y → Y
is a surjective submersion, we may in view of Proposition 4.48 and Propo-
sition 4.86 assume X = X ′ × Z and ϕ = p2. Then satisfies the universal
property of X ×Z Y , since we may compute

X ′(S)× Y (S) ∼=
{

(x, z, y) ∈ X ′(S)× Z(S)× Y (S)
∣∣ z = ψ(y)

}
where the natural bijection sends (x, y) to (x, ψ(y), y). Moreover, the mor-
phism p2 : X ′ × Y → Y is certainly a surjective submersion.

Thus, X ×Z Y exists and p2 : X ×Z Y → Y is a surjective submersion.
We have the natural morphism j : X ×Z Y → X × Y defined on generalised
points by j(x, y) = (x, y). Furthermore, by construction, j locally identifies
with morphism X ′×Y → X ′×Z×Y given on points by (x, y) 7→ (x, ψ(y), y).
This morphism is manifestly an injective immersion; since

j0(X0 ×Z0 Y0) =
{

(x, y) ∈ X0 × Y0

∣∣ ϕ0(x) = ψ0(y)
}

is closed, so that j is a closed embedding, and by Proposition 4.92, it identifies
X ×Z Y with a closed subsupermanifold of X × Y .

If ψ = jY , then we have the embedding id×jY : X × Y → X × Z. The
morphism (id, ϕ) : X ×X × Z is also an embedding, and since

(id, ϕ)S((X × Z)(S)) =
{

(x, z) ∈S X × Z
∣∣ ϕ(x) = z

}
,

we have that (id, ϕ) restricts to an isomorphism ϕ−1(Y )→ X ×Z Y . Hence,
ϕ−1(Y ) is a supermanifold, and because (id, ϕ) ◦ jϕ−1(Y ) is an embedding,

so is jϕ−1(Y ). Thus, ϕ−1(Y ) is a subsupermanifold of X. If Y0 is open

resp. closed in Z0, then ϕ−1(Y0) is open resp. closed in X0. �
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5. Quotients and actions

5.1. Godement’s theorem on quotients.

Definition 5.1. Let X be a supermanifold R→ X ×X a subspace. Then
R is called an equivalence relation if R(S) is an equivalence relation on X(S)
for any supermanifold S. We let πj = pj ◦ jR : R→ X, j = 1, 2.

Define the ringed space X/R by letting (X/R)0 = X0/R0, with the
quotient topology, and taking the structure sheaf OX/R to be defined by

OX/R(U) =
{
f ∈ OX(π−1

0 (U))
∣∣ π∗1f = π∗2f

}
,

where π0 : X0 → X0/R0 is the canonical projection.
There is a canonical morphism π : X → X/R, called the canonical

projection, defined by π = (π0, π
∗) where π∗(f) = f .

Remark 5.2. The quotient X/R enjoys by definition the following universal
property: If ϕ : X → Y is a morphism such that ϕ ◦ π1 = ϕ ◦ π2 : R → Y ,
then there is a unique morphism ϕ̃ : X/R→ Y such that ϕ = ϕ̃ ◦ π.

Indeed, if ϕ is given, then π∗1ϕ
∗(f) = π∗2ϕ

∗(f) for any local section f of

OY . Thus, ϕ∗ factors through π∗ : π−1
0 OX/R → OX .

The universal property may be rephrased as follows: If for any (u, v) ∈S R,
one has ϕ(u) = ϕ(v), then there is a unique morphism ϕ̃ : X/R→ Y such
that ϕ̃ ◦ π = ϕ. Observe also that Y may be any super-ringed space!

Theorem 5.3. Let R be an equivalence relation on a supermanifold X. The
following are equivalent.

(1). X/R is a possibly non-paracompact supermanifold and π : X → X/R
is a submersion.

(2). R is a closed subsupermanifold of X × X, and π2 : R → X is a
submersion.

In this case, π, π1, and π2 are surjective submersions, and

R ∼= X ×X/R X .

If in addition, X0 is second countable or π0 has the path-lifting property,
then X0/R0 is paracompact.

Proof. (1) ⇒ (2). By assumption, Proposition 4.94 implies that X ×X/R X
is a closed subsupermanifold of X ×X. On points,

(X ×X/R X)(S) =
{

(x, y) ∈S X ×X
∣∣ π(x) = π(y)

}
,

and in particular, R0 = X0 ×X0/R0
X0 is locally closed in X0 ×X0.

If ϕ ∈S R, then for jR(ϕ) = (x, y), one has

x∗(π∗(f)) = ϕ∗j∗Rp
∗
1(f) = ϕ∗π∗1(f) = ϕ∗π∗2(f) = ϕ∗j∗Rp

∗
2(f) = y∗(π∗(f))

for all local sections f of OX/R, so that π(x) = π(y). In other words,
R(S) ⊂ (X ×X/R X)(S), and there is a monomorphism R → X ×X/R X.
In particular, IR and IX×X/RX are both sheaves on R0, and the latter is a
subsheaf of the former.
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By the very definition of OX/R, we have an equaliser diagram of sheaf
morphisms on X0,

π−1
0 OX/R

π∗ // OX
π∗1 //

π∗2

// πj,0∗OR .

In other words, the kernel of j∗R = (π1×p2)∗ : OX×X → jR,0∗OR is exactly
the image under (π × π)∗ of ker δ∗ : OX/R×X/R → δ0∗OX/R. The former is
IR, and the latter is IX×X/RX . Thus, R ∼= X ×X/RX, which gives our claim.

(2) ⇒ (1). By assumption, the R0-saturation π−1
0 (π0(U)) = p2(p−1

1 (U))
of U is open for any open U ⊂ X0 (p2 being a surjective submersion).
Moreover, if x, y ∈ X0 are inequivalent, there exists an open neighbourhood
U ⊂ X0 ×X0 of (x, y) such that U ∩R0 = ∅, since R0 is closed. Then there
exist V,W ⊂ X0, open neighbourhoods of x and y, respectively, such that
V ×W ⊂ U . By construction, π0(V ) ∩ π0(W ) = ∅, and these sets are open.
Thus, X0/R0 is a Hausdorff space and π0 : X0 → X0/R0 is open.

If X0 is second-countable, then so is X0/R0, since π0 is open; in this
case, X0/R0 is paracompact. Thus, it will be sufficient to prove that X0/R0

is paracompact if π0 has the path-lifting property. It will follow from our
considerations below that X0/R0 is locally Euclidean and π0 : X0 → X0/R0

is a topological submersion. Hence, in view of Lemma ??, it will thus be
sufficient to prove that every connected component is second countable. If
C is such a connected component, π−1

0 (C) is closed in X0 and therefore

paracompact. If C ′ is a connected component of π−1
0 (C), then it is second

countable, by the lemma. Since X0/R0 is locally path-connected, C is a path
component. Since π0 has the path-lifting property, we have C = π0(C ′), and
since C ′ is second-countable, it follows that so is C. By Theorem ??, C is
paracompact. Since C was arbitrary, so is X.

To prove that X/R is a supermanifold and π is a submersion is now a
local problem. Let x ∈ X0. Then π−1

2 (x) is a closed subsupermanifold of R,
by Proposition 4.94. It may be viewed as a subsupermanifold R(x) of X via
the identification on points given by

π−1
2 (x)(S) =

{
(y, x) ∈S X ×X

∣∣ (y, x) ∈S R
}

∼=
{
y ∈S X

∣∣ (y, x) ∈S R
}

= R(x)(S) .

By Proposition 4.88, there is an open neighbourhood U ⊂ X of x and
a closed subsupermanifold Z ⊂ U such that TxZ ⊕ TxR(x) = TxX. Then
π−1

2 (Z) is a closed subsupermanifold of the open subspace π−1
2 (U) ⊂ R. We

claim that π1 : π−1
2 (Z)→ U is a local isomorphism around (x, x). We have

π1 ◦ δ = id on Z and π1 ◦ (id, x) = id on R(x)

(where δ is the diagonal morphism). Hence, we have

TxX = TxZ ⊕ TxR(x) ⊂ imT(x,x)π1 .

On the other hand,

dim(x,x) π
−1
2 (Z) = dimR(x,x) − codimX,x Z

= dimR(x,x) − dim(x,x) π
−1
2 (x) = dimxX
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where the last equality follows since π2 : R → X is a submersion. Theo-
rem 4.84 applies, and by shrinking U , we may assume that π1 : π−1

2 (Z)→ U

is an isomorphism. Let ψ = π2 ◦ π−1
1 : U → Z, so that π−1

1 (u) = (u, ψ(u)).
By definition, ψ(u) ∈S Z is uniquely determined by (u, ψ(u)) ∈S R.

By the universal property of π, there exists a unique morphism ψ̃ making
the following diagram commutative:

U
ψ

��

π

!!
Z U/R

ψ̃

oo

On the other hand, let π′ : Z → U/R be defined by π′ = π ◦ jZ . We have
ψ ◦ jZ = idZ , so

ψ̃ ◦ π′ = ψ̃ ◦ π ◦ jZ = ψ ◦ jZ = idZ .

Conversely, we have (jZ(ψ(u)), u) ∈S R for all u ∈S R, by definition. This
implies π(jZ(ψ(u))) = π(u). Since we may take u = idU ∈U U , this implies
π ◦ jZ ◦ ψ = π. (Yoneda’s lemma does not apply directly, because we have
as yet not shown that U/R is a supermanifold.) Thus,

π′ ◦ ψ̃ ◦ π = π′ ◦ ψ = π ◦ jZ ◦ ψ = π .

The uniqueness statement in Remark 5.2 gives π′ ◦ ψ̃ = idU/R, and this
implies that U/R ∼= Z, so the former is indeed a supermanifold. Since ψ is a
surjective submersion, so is π : U → U/R. �

In the course of the proof, we have used the following fact.

Theorem 5.4. Let X be a topological manifold, i.e. a Hausdorff space in
which each point has an open beighbourhood homeomorphic to an open subset
of some Rj. The following are equivalent:

(1). X is metrisable;

(2). X is paracompact;

(3). the connected components of X are σ-compact;

(4). the connected components of X are second countable.

Proof. For the proof of the equivalence, w.l.o.g. we may assume that X is
connected.

(1)⇒ (3). We show the following statement: If X is connected, metrisable,
and locally compact, then it is σ-compact. Choose some metric d which defines
the topology. For x ∈ X, r > 0, let Br(x) be the closed r-ball around x.
Since X it is locally compact, for any x, there is some r > 0 such that Br(x)
is compact. Let r(x) ∈ (0,∞] be defined by

2 · r(x) = inf
{
r > 0

∣∣ Br(x) is compact
}
.

If r(x) is infinite for some x, then X is σ-compact, so we may assume that
r(x) is finite for all x.

By definition, if d(x, y) 6 ε, then 2r(x) > 2r(y)− ε, so that

|r(x)− r(y)| 6 1

2
· d(x, y) .
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In particular, r is continuous. Moreover, this implies

(∗) d(x, y) 6
2

3
· r(x) ⇒ x ∈ Br(y)(y) .

In fact,

r(y) > r(x)− 1

2
· d(x, y) > r(x)− 1

3
· r(x) =

2

3
· r(x) > d(x, y) .

For any subset K ⊂ X, set

K ′ =
⋃
x∈K

Br(x)(x) .

We let K0 = {x0} where x0 ∈ X is arbitrary, and define Kn+1 = K ′n
inductively. Then Y =

⋃∞
n=0Kj is open, and by (∗), it is closed. Since X

is connected, X = Y is σ-compact once we have shown that the Kn are
compact.

We claim that for any compact K ⊂ X, K ′ is also compact. Let xk ∈ K ′
be a sequence. There are yk ∈ K such that xk ∈ Brk(yk) where rk = r(yk).
Passing to a subsequence, we may assume that yk → y ∈ K, so rk → r = r(y).
For any 2 > q > 1, there is nq such that rk 6 qr for all k > nq, so xk ∈ Bqr(y)
for all k > nq. Since the latter ball is compact, (xk) has a subsequence which
converges to x ∈

⋂
2>q>1Bqr(x) = Br(x) ⊂ K ′. Hence, K ′ is compact, and

we have proved our claim.
(3)⇒ (4). Each compact subset of X has a finite cover by second countable

open subsets of X, so the statement follows easily.
(4) ⇒ (1). This is the Urysohn metrisation theorem.
(2) ⇒ (3). We show: Any connected, locally compact, paracompact space

is σ-compact. There is a locally finite cover U of X by non-void open
sets of compact closure. Let U0 ∈ U . Inductively, given U0, . . . , UN , let
UN+1, . . . , UN+n be the members of U that U0, . . . , UN intersect. Then
U =

⋃∞
j=0 Uj =

⋃∞
j=0 Uj is open and 6= ∅. If x ∈ U , then by the local

finiteness of U , for some N , one has x ∈
⋃N
j=0 Uj =

⋃N
j=0 Uj ⊂ U . Therefore,

U is closed and X = U is σ-compact.
(4)⇒ (2). We prove: Any connected, locally compact and second countable

space is paracompact. Any x ∈ X has a has an open neighbourhood with
compact closure. Hence, any compact K ⊂ X has an open neighbourhood
with compact closure. Inductively, one may construct open subsets Uj ⊂ X,

such that Uj ⊂ Uj+1 is compact, and X =
⋃∞
j=0 Uj .

It will be sufficient to show that (Un) has a locally finite refinement. Let
Kn = Un \ Un−1 and Vn = Un+1 \ Un−2 so that Kn is compact, Vn is open,
and Vn−1 ⊂ Kn ⊂ Vn. Here, we let U−1 = U−2 = ∅.

Let (Wj) be a countable base of the topology of X (this exists, in view of
the equivalence of (3) and (4)). For each n, there exist finitely many indices
jn1, . . . , jnmn such that Wjni ⊂ Vn and Kn ⊂

⋃mn
i=1Wjni . The collection

(Wnj) is an open locally finite refinement of (Un). �

5.2. Actions and quotients.
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Definition 5.5. Let G be a Lie supergroup, X a supermanifold. A morphism
α : G×X → X is a left action of G on X if

α(1, x) = x and α(g1g2, x) = α(g1, α(g2, x))

for all x ∈S X, g1, g2 ∈S G. Similarly, one may define right actions. One
also says that X is a (left resp. right) G-supermanifold .

An action is free and proper if the morphism

(α, id) : G×X → X ×X
is a closed embedding. In this case, R = Rα = (α, id)(G ×X) is a closed
submanifold, and an equivalence relation on X. (Similarly, R = (id, α)(X×G)
in the case of a right action.) One defines X/G = X/R in the case of a right
action. In the case of a left action, one writes instead G\X.

Proposition 5.6. Let X be a free and proper G-supermanifold. Then the
quotient X/G resp. G\X exists, and the canonical projection π is a surjective
submersion.

Proof. In the case of a left action, note that π2 : R→ X identifies under the
isomorphism (α, id) : G×X → R with p2 : G×X → X, which is clearly a
submersion. Thus, Theorem 5.3 applies. �

Definition 5.7. Let G be a supergroup. A closed subsupergroup is a closed
submanifold H which is at the same time a Lie supergroup, such that the
embedding jH : H → G is a morphism of supergroups.

Corollary 5.8. Let G be a Lie supergroup and H a closed subsupergroup.
Consider the natural right action of H on G. Then G/H exists, and the
canonical projection π : G→ G/H is a surjective submersion. The quotient
G/H is naturally a left G-space.
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